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Breather solutions of the integrable quintic nonlinear Schrödinger equation and their interactions
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We present breather solutions of the quintic integrable equation of the Schrödinger hierarchy. This equation
has terms describing fifth-order dispersion and matching nonlinear terms. Using a Darboux transformation,
we derive first-order and second-order breather solutions. These include first- and second-order rogue-wave
solutions. To some extent, these solutions are analogous with the corresponding nonlinear Schrödinger equation
(NLSE) solutions. However, the presence of a free parameter in the equation results in specific solutions that
have no analogues in the NLSE case. We analyze new features of these solutions.
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I. INTRODUCTION

Soliton interactions form a highly nontrivial part of soliton
theory [1–4]. The outcome of interactions between solitons
depends upon the particular model used in the theory [5–7].
Due to the great variety of possible interactions, their study
can be considered as a separate branch of nonlinear physics.
Breathers comprise a different class of solutions of nonlinear
evolution equations. Thus, the study of interactions between
them can potentially open a new area of research [8,9].

For the nonlinear Schrödinger equation (NLSE), the in-
teraction of breathers was first considered back in 1985 [10].
N -breather interactions and their possible practical application
were studied later in Ref. [11]. The relation of breathers to
rogue wave formation has recently created renewed interest
in this subject [12,13]. To give an example, the collision
of breathers at nonzero angle brings us new unexpected
applications [9]. More surprises can be expected when the
theory goes beyond the relatively simple NLSE model [14].
In the present work, we extend breather theory to the quintic
equation of the nonlinear Schrödinger hierarchy. The sequence
of equations in this hierarchy can be found in the classical work
of Kano [15]. In reality, it is difficult to study the infinite set of
these equations. We can only move step by step in attempting
to appreciate the significance of the whole hierarchy.

Such first steps have been made by Hirota [16], who
independently found the next lowest-order integrable equation
of this hierarchy. This equation contains third-order terms
scaled by an independent real parameter. An extension of
the hierarchy to fourth-order terms has been made by Lak-
shmanan, Porsezian, and Daniel [17]. It is presently known
as the LPD equation [18,19]. More recently, the quintic
equation of the hierarchy has been considered by Hoseini and
Marchant [20]. They considered soliton solutions and their
interaction. Preliminary studies and a Darboux transformation
technique for this equation have been given in our previous
work [21]. In the present paper we concentrate on breather
solutions of this equation and their interactions. We provide
general solutions for the first- and second-order breather
solutions and consider several particular cases of interest. For
deductive purposes, we separate the cases of purely imaginary
and complex eigenvalues.

The fifth-order equation of the nonlinear Schrödinger
hierarchy can be written in operator form as:

iψx + S[ψ(x,t)] − iδQ[ψ(x,t)] = 0, (1)

where S is the the second-order nonlinear Schrödinger opera-
tor,

S[ψ(x,t)] = 1
2ψtt + ψ |ψ |2,

while Q[ψ(x,t)] is the fifth-order quintic operator,

Q[ψ(x,t)] = ψttttt + 10|ψ |2ψttt + 10(ψ |ψt |2)t

+ 20ψ∗ψtψtt + 30|ψ |4ψt (2)

and δ is an arbitrary real parameter. Here x is the propagation
variable and t is the transverse variable (time in a moving
frame). The function |ψ(x,t)| is the envelope of the waves.

Physically, we can think of Eq. (1) as a special case of a
more general governing equation for pulse propagation in an
optical fiber [22]:

iψx = −
∞∑

m=1

im βm

m!

∂mψ

∂tm
− γ

(
1 + is

∂

∂t

)

×
(

ψ

∫ ∞

0
R(t ′) |ψ(t − t ′)|2dt ′

)
, (3)

where the first term on the right-hand side is the expansion
of linear dispersion, while the second term describes the
nonlinear terms. Here, s is the self-steepening coefficient, the
coefficient γ is defined by the effective core area and R(t)
includes instantaneous and delayed (Raman) contributions of
the nonlinear material response. The integral in Eq. (3) is
often approximated by taking the series to first-order only, viz.
|ψ |2 − τR

∂
∂t

(|ψ |2), for Raman delay τR . However, in reality,
we need higher-order terms, and these involve higher order
time derivatives of intensity, |ψ |2. In experiments, up to quintic
terms in this series can be important for pulse durations below
20 ps [23]. Thus, the first term in the operator (2) describes the
linear fifth-order dispersion, with δ = β5/120. The other four
terms describe the nonlinear dispersion.

II. BREATHER SOLUTIONS WITH IMAGINARY
EIGENVALUES

The axially aligned Akhmediev breather solutions of
the fundamental NLSE have been given explicitly in
Refs. [9,13,24–26], while the breather solution for the Hirota
equation was firstly presented in Ref. [27]. The basic property
of this special solution is that it is localized in ‘x’ and periodic
in ‘t’, making it fundamentally different from soliton solutions.

1539-3755/2015/91(2)/022919(11) 022919-1 ©2015 American Physical Society

http://dx.doi.org/10.1103/PhysRevE.91.022919


CHOWDURY, KEDZIORA, ANKIEWICZ, AND AKHMEDIEV PHYSICAL REVIEW E 91, 022919 (2015)

FIG. 1. (Color online) A first-order Akhmediev breather of the
quintic equation with eigenvalue λ = 0.9i. It is given by Eq. (4) with
δ = 1

32 . Here x is the evolution variable and t is the transverse one.

Breathers are closely related to the process of modulation
instability of plane waves with periodic perturbations.

Similar breather solutions can be derived for the quintic
equation (1). In terms of inverse scattering theory, they
correspond to having purely imaginary eigenvalues. They can
be obtained in various ways. Our derivation is based upon
a Darboux transformation technique given in the Appendix.
Following this technique, for the first order, we can write a
one-parameter family of breather solutions in the form:

ψ1 =
[

κ2 cosh(dx) + 2id sinh(dx)

2{cosh(dx) − b cos[κ(t + Vbx)]} − 1

]
eix, (4)

where κ = 2
√

1 + λ2 is the frequency of modulation, d =
κ

√
1 − κ2

4 is the growth rate of periodic modulation at the

tails of the breather, and Vb = δ(κ4 − 10κ2 + 30) defines the
skewing angle. Here the eigenvalue is purely imaginary λ = ib

and b plays the role of the parameter of the family. Thus the
frequency of the breather can be written as κ = 2

√
1 − b2, and

consequently the period along the t axis is T = π/
√

1 − b2.
This breather solution is presented in Fig. 1 for the case
b = 0.9. It is identical to the Akhmediev breather (AB) of
the NLSE [8,12,28–30], except for the skewed profiles of
individual peaks determined by Vb.

Breathers exist over the range of eigenvalues 0 < b < 1.
The frequency remains within the interval 0 < κ < 2. The
growth rate, d, in (4) is same as in the case of the NLSE [31].
The skewing angle is clearly visible, even for the small value of
δ = 1

32 that we use here. Parameter δ is arbitrary and can take
large values. The smallness of δ only signifies the sensitivity of
the higher-order terms in the operator Q[ψ(x,t)]. Otherwise,
variations of δ do not make qualitative changes in the solution
profile apart from skewing and stretching of the localization.

The parameter Vb is around 1 when b ≈ 1 and κ ≈ 0. The
effect is relatively large due to the higher-order terms in the
quintic operator.

A special case occurs when the eigenvalue λ = i, i.e., b →
1. The frequency κ becomes zero and the period T goes to
infinity. The solution (4) becomes undefined as the numerator
and denominator are zero. However, taking the limit b → 1
in the breather solution Eq. (4), we obtain the rogue-wave
solution of the quintic equation:

ψ1 =
[

4(1 + 2ix)

4(t + 30δx)2 + 4x2 + 1
− 1

]
eix . (5)

FIG. 2. (Color online) A first-order rogue-wave solution of the
quintic equation for δ = 1

32 .

Only one localized peak remains from the periodic train. This
rational solution is presented in Fig. 2. It is an equivalent of the
Peregrine solution of the NLSE [32–34]. Indeed, in the limit
of δ → 0, it is transformed into the actual Peregrine solution.

When the imaginary eigenvalue is above i (i.e., b > 1), in
the case of the NLSE, an Akhmediev breather [12,29,33,35,36]
is transformed into a Kuznetsov-Ma (KM) soliton [37,38].
A similar transformation occurs in the case of the quintic
equation. Indeed, converting the imaginary expressions into
real ones in (4), we obtain:

ψm =
( −f 2 cos(gx) − 2ig sin(gx)

2{cos(gx) − b cosh[f (t + Vmx)]} − 1

)
eix, (6)

where Vm = δ(30 + 10f 2 + f 4), while g = f b and f =
2
√

b2 − 1. This solution is shown in Fig. 3. It is periodic
along the oblique line in the (x,t) plane.

In contrast to the NLSE case, the Kuznetsov-Ma solitons
have an oblique angle of propagation due to the δ-dependent
velocity component Vm. This can be clearly seen in Fig. 3.
The soliton propagates along the x axis when δ = 0. Each of
the three types of breather solutions admits trivial translations
along the x and t axes; these are not explicitly shown in the
above equations.

III. TWO-BREATHER SOLUTIONS WITH IMAGINARY
EIGENVALUES

Two-breather solutions depend on two imaginary eigenval-
ues λ1 = ib1 and λ2 = ib2. They can be obtained in the second
step of the Darboux transformation given in Appendix A.
The two frequencies κj and eigenvalues are related by
κj = 2

√
1 − b2

j . An example of a solution consisting of two

FIG. 3. (Color online) (a) A first-order Kuznetsov-Ma breather of
the quintic equation with eigenvalue λ = 1.2i. It is given by Eq. (6)
with δ = 1

64 . Here x is the evolution variable and t is the transverse
one.
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FIG. 4. (Color online) A two-breather solution with eigenvalues
λ1 = 0.65i and λ2 = 0.85i, and δ = 1

32 . The two breathers are shifted
in x due to translations �x1 = 5 and �x2 = −5.

breathers translated in x by �x = ±5 is shown in Fig. 4. The
two breathers are well separated and almost independent. They
have different periods and skewing angles.

Another example of a two-breather solution is presented
in Fig. 5. One imaginary part of the eigenvalues here (b1)
is smaller than 1 while the other one (b2) is larger than
1. Thus the solution gives a crossing of an AB with a
KM soliton. Their periods are defined by the frequencies
κ1 = 2

√
1 − b2

1 and f2 = 2
√

b2
2 − 1. Various combinations

are possible. Similar examples of the NLSE breather collisions
are given in Ref. [39].

For two ABs located at the same position in x, the solution
becomes more involved. Patterns depend on the relative
frequencies. For example, if the ratio κ1 : κ2 is 2 : 1, then the
superposition pattern of two ABs is a periodic sequence of
merged triplets of Peregrine solutions [40]. If the ratio κ1 : κ2 is
3 : 2, the periodic pattern consists of Peregrine pairs alternating
with second-order merged triplets [39]. A few examples of
superimposed ABs are shown in Fig. 6. The best way to
observe these patterns would be in optical experiments with
higher-order modulation instability [41–43].

In Fig. 6(a), the frequency ratio κ1 : κ2 is 1 : 5. There are
six individual pulse components in each period. Three of them
are merged and the other three remain separated. In Fig. 6(b),
the ratio of κ1 : κ2 is 1 : 2. The pattern consists of a periodic
sequence of second-order peaks. When the frequency ratio is
close to 1, the beating period of the pattern increases. This
can be clearly seen from Fig. 6(c), where κ1 : κ2 is 4 : 5. In the
degenerate case, κ1 : κ2 = 1, the beating period is infinite and
only one intersecting point between the two breathers remains.
A near-degenerate case is shown in Fig. 6(d). Here κ1 : κ2 is
9 : 10. Similar patterns appear for second-order Kuznetsov-Ma

FIG. 5. (Color online) Two-breather solution with one being a
Kuznetsov-Ma soliton with eigenvalue λ2 = 1.35i and the other one
being an AB with λ1 = 0.85i. The parameter δ = 1

64 .

FIG. 6. (Color online) Contour plots of two superimposed ABs
with δ = 1

64 and various frequency ratios: (a) κ1 = 1
2 and κ2 = 1

10 ; (b)
κ1 = 1

5 and κ2 = 1
10 ; (c) κ1 = 1

8 and κ2 = 1
10 ; (d) κ1 = 1

9 and κ2 = 1
10 .

solitons. The frequencies in this case are defined by id1 and
id2.

From an experimental point of view, the solutions in Fig. 6
can be excited in the form of higher-order modulation insta-
bility, i.e., the same way as in Ref. [42]. Higher frequencies
of the instability can be achieved with higher intensities of
initial excitation. The specific modeling of terms in the quintic
equation can be done by the special design of the optical fiber.

The zero limit of κ2 transforms one of the ABs into a rogue
wave. It can be positioned at any point on the (x,t) plane. An
example of a superposition of an AB with a rogue wave, shifted
relative to each other, is shown in Fig. 7. The closed-form
solution for this case is given by Eq. (A6) of Appendix A. This
diagram is similar to Fig. 3 of Ref. [39] for the NLSE case.
For zero shifts, the superposition is shown in Fig. 8. This is an
example of a rogue wave on top of an AB.

Taking, additionally, the limit, κ1 → 0, we obtain the
second-order rogue wave shown in Fig. 9. It has a maximum
amplitude of 5, located at the origin. The solution can be

FIG. 7. (Color online) A separated superposition of a rogue wave
with an AB with eigenvalue λ1 = 0.65i and δ = 1

32 .
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FIG. 8. (Color online) Rogue wave on top of AB with eigenvalue
λ1 = 0.65i and δ = 1

32 .

written in the form

ψ =
[

1 + P + iQ

D

]
eix, (7)

where

P = −12(−3 + 72x2 + 80x4 + 8{2t4 + 3t2(1 + 4x2�)

+ 240t3xδ + 900x2δ2[19 + 12x2(1 + 150δ2)]

+ 60txδ[11 + 12x2(1 + 300δ2)]}),
Q = −24x{−15 + 8x2 + 8[−3t2 + 2t4 + 4t2x2 + 2x4�2

+ 60tx(5 + 4t2 + 4x2�)δ + 900(13 + 12t2)x2δ2]},
D = 9 + 64t6 + 64x6�3 + 11520t5xδ

− 432x4(−1 + 300δ2)(1 + 2900δ2)

+ 36x2(11 + 37900δ2) + 720txδ[25

+ 8x2(5 + 2x2�2 − 6300δ2)] + 1920t3xδ[−5

+ 12x2(1 + 1500δ2)] + 48t4[1 + 4x2(1 + 4500δ2)]

+ 12t2{9 + 8x2[−3 + 2x2� + 900(−13 + 10x2�)δ2]},
and where � = 1 + 900δ2. The solution has a variable
equation parameter δ that controls the skew angle of the
pattern. If δ = 0, this solution coincides with the second-order
Akhmediev-Peregrine solution of the NLSE, presented earlier
in Refs. [10,44]. It has been experimentally observed in
hydrodynamics [45].

IV. DEGENERATE TWO-BREATHER SOLUTION

The common inverse scattering technique [46] does not
allow two eigenvalues to be equal. When this happens, the
solution is undefined. It needs additional effort to unveil such
solutions in explicit form [47]. In order to do that, we rewrite
the solution, making the change κ2 → κ1 + h. Then, we take

FIG. 9. (Color online) A second-order quintic rogue wave with
δ = 1

64 given by Eq. (7).

FIG. 10. (Color online) Degenerate two-breather solutions. (a) A
two-AB solution with κ = 0.8 and δ = 1

64 . (b) A two-KM soliton
solution with κ = 0.8i and δ = 1

256 .

a Taylor series expansion of this expression in terms of h
and retain only the lowest-order terms. The resulting solution
becomes well defined. Solutions obtained in this way are
known as degenerate solutions [47].

In our case, the resulting solution contains only one
frequency κ1, which we denote as κ . This solution is given
by Eq. (A7) in the Appendix. It is a combination of rational,
hyperbolic and trigonometric functions of x and t . The free
parameter of the solution is κ . Two illustrations are given in
Fig. 10. One case is for real κ = 0.8, while the other one is
for imaginary κ = 0.8i. The former case is a superposition of
two ABs while the latter case is a superposition of two KM
solitons with equal eigenvalues. In each case, there is only one
point of crossing between the two breathers. For the NLSE
case, when δ = 0, the solutions have been given earlier in
Refs. [39,47,48]. In the NLSE case, the solutions have mirror
symmetry relative to the axes x and t . For the quintic equation,
this symmetry is lost. Instead, there is an inversion symmetry
relative to the origin.

V. ROGUE-WAVE TRIPLET

A second-order rogue-wave solution can have additional
free parameters, which split the superposition into its fun-
damental components. For the NLSE case, such a solution
has been found in Ref. [49] and studied in detail in Ref. [40].
Surprisingly, the second-order rogue-wave solution is split into
three fundamental rogue waves. Each of them is a Peregrine
solution. This splitting feature is different from higher-order
soliton solutions. The second-order soliton solution consists
of two solitons.

A similar splitting can be observed in the case of the second-
order rogue-wave solution of the quintic equation. In order to
derive this solution, we have to take into account translations
that may depend on κ . Namely, we represent the translations
in the form of a series in κ:

xj =
N∑

m=1

κ2(m−1)Xmj , tj =
N∑

m=1

κ2(m−1)Tmj ,

with 1 � j � m. At the very point κ = 0, the translations
are given by X11, T11, X12, and T12. If these are zero, the
solution is centered at the origin. However, the coefficients of
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higher-order terms in these series become the free parameters
of the solution when we take the exact limit of κ → 0. The
number, N , of terms needed in these series, depends upon
the order of the solution. For the second-order solution, two
lowest-order terms are sufficient. For the solution centered at
the origin, this leaves us with four parameters: X21, T21, X22,

and T22. These coefficients enter the solution as the differences
xd = X22 − X21 and td = T22 − T21. Thus, only these two free
independent parameters are involved in the solution:

ψ =
[

1 + Gtr + iHtr

Dtr

]
eix, (8)

where

Gtr = −12{−3 + 16t4 + 24t2(1 + 4x2�) + 1920t3xδ + 8x2[9 + 10x2� + 900(19 + 2x2�)δ2]

+ 480txδ[11 + 12x2(1 + 300δ2)] − 128(t + 30xδ)td − 128(x + 30tδ + 900xδ2)xd},
Htr = −24{x[−15 + 16t4 + 1920t3xδ + 480tx(5 + 4x2�)δ + 8t2[−3 + 4x2(1 + 2700δ2)]

+ 8x2(1 + 11700δ2 + 2x2�2)] − 128x(t + 30xδ)td + 16(1 + 4t2 − 4x2�)xd},
Dtr = 9 + 64t6 + 64x6�3 + 11520t5xδ − 432x4(−1 + 300δ2)(1 + 2900δ2) + 36x2(11 + 37900δ2)

+ 1920t3xδ[−5 + 12x2(1 + 1500δ2)] + d48t4[1 + 4x2(1 + 4500δ2)] + 12t2

×{9 + 8x2[−3 + 2x2� + 900(−13 + 10x2�)δ2]} + 720txδ[25 + 8x2(5 − 6300δ2 + 2x2�2)]

+ 128
{
8t2

d + xd [x(−9 + 12t2 − 4x2) + 30t(−3 + 4t2 + 12x2�)δ + 900(−19 + 12t2)xδ2 + 3240000x3δ4

+ 8�xd ] + td [4t3 + 360t2xδ + 30xδ[−19 + 12x2(−1 + 300δ2)] + 3t(−1 + 4x2[−1 + 900δ2]) + 480δxd ]
}
,

and � = 1 + 900δ2.
An example of this solution is shown in Fig. 11. It is a

triplet of first-order rogue waves similar to the rogue wave
triplet of the NLSE [40]. For zero values of xd and td , the three
components merge and the solution reduces to Eq. (7). In the
NLSE case, the individual components of the triplet are located
at the vertices of an equilateral triangle [40]. The quintic terms
shift these relative positions. The triangle becomes skewed in
the (x,t) plane, in addition to the skewing of each component
of the solution.

VI. TWO-BREATHER SOLUTIONS WITH
COMPLEX EIGENVALUES

The one-soliton solution of the NLSE with complex
eigenvalue λ = a + ib has an amplitude b and velocity a.
Thus, the inclusion of a real part of λ results in the soliton
propagating at an angle to the x axis. A one-breather solution
with a complex eigenvalue has the same property. It has a
propagation direction that is oblique to the x axis [9,13,24–26].
Velocity appears in the one-breather solutions of the quintic
equation, as well. However, there is an additional tilt to this
direction caused by the quintic terms. This can be seen from

FIG. 11. (Color online) Quintic rogue wave triplet given by
Eq. (8) with xd = −25, td = −50 and δ = 1

64 .

Fig. 3. Even the Kuznetsov-Ma soliton with a = 0, which
would be propagating along the x axis in the case of the NLSE,
has a nonzero tilt for the quintic equation.

The explicit form of the one-breather solution is:

ψ1 =
[

1 + 2b
G1 + iH1

D1

]
eix, (9)

where the functions G1, H1, and D1 are combinations of
trigonometric and hyperbolic functions:

G1 = cos(xVT + tκr ) cosh(2χi)

− cosh(xVH + tκi) sin(2χr ),

H1 = cos(2χr ) sinh(xVH + tκi)

+ sin(xVT + tκr ) sinh(2χi),

D1 = cosh(xVH + tκi) cosh(2χi)

− cos(xVT + tκr ) sin(2χr ),

with

κ = 2
√

1 + λ2 = κr + iκi,

χ = 1

2
cos−1

(
κ

2

)
= χr + iχi,

and

VT = −bκi + aκr + δ(�κi + �κr )

VH = aκi + bκr + δ(�κi − �κr )

� = 16ab(1 − 4a2 + 4b2)

� = 2[3 + 8a4 + 4b2 + 8b4 − 4a2(1 + 12b2)].

Again, if we take δ = 0, Eq. (9) reduces to the breather solution
of the NLSE with complex eigenvalue, presented in Ref. [13].
The one-breather solution is similar to the breather solution
given in Fig. 3. However, the direction of propagation of the

022919-5



CHOWDURY, KEDZIORA, ANKIEWICZ, AND AKHMEDIEV PHYSICAL REVIEW E 91, 022919 (2015)

FIG. 12. (Color online) Two-breather collision. The two com-
plex eigenvalues are λ1 = 0.05 + 0.9i and λ2 = −0.05 + 0.9i. The
parameter δ = 1

64 .

whole breather and the skewing of each peak are now defined
by the expressions VH /κi and VT /κr , respectively.

Having the one-breather solution, and using Darboux
transformations, we can construct two-breather solutions, as
described in the Appendix. One example is shown in Fig. 12. In
analogy with multisoliton solutions, this pattern can be called
a collision of two breathers. The choice of parameters is such
that the maximum of collision is located at the origin. However,
translation of the components may convert the maximum into
zero. Except for the area of the collision, the two breathers
are roughly the same as given by Eq. (9). In addition, there
are small shifts imposed at the sides of each breather by the
collision.

A collision of general type is shown in Fig. 12. An
interesting possibility is the alignment of the two breathers
along the same direction in the (x,t) plane. Having an
additional parameter, δ, in the quintic equation, such an
alignment can be arranged without equalizing the real parts of
the two eigenvalues. Below, we consider various special cases
of this solution that are possible only for the quintic equation.
These cases do not have analogues among the solutions of the
NLSE equation.

Indeed, we now consider the case when the directions
of propagation of the two colliding breathers coincide. This
happens if

VH1

κ1i

= VH2

κ2i

. (10)

The notation here is the same as in Eq. (9), with the addition
of a subscript that corresponds to a particular breather, one or
two. For example, λj = aj + ibj , where j = 1,2. Similarly:

VTj = −bjκji + ajκjr + δ(�jκji + �j κjr )

VHj = ajκji + bjκjr + δ(�j κji − �jκjr )

�j = 16ajbj

(
1 − 4a2

j + 4b2
j

)
,

�j = 2
[
3 + 8a4

j + 4b2
j + 8b4

j − 4a2
j

(
1 + 12b2

j

)]
.

With this notation, the condition (10) can be written as:

[a1κ1i + b1κ1r + δ(�1κ1i − �1κ1r )]/κ1i

= [a2κ2i + b2κ2r + δ(�2κ2i − �2κ2r )]/κ2i . (11)

This algebraic equation cannot be solved analytically.
However, we can solve it numerically. Figure 13 shows the
locus of points on the complex plane of λ1 for fixed λ2 and
δ, found by solving Eq. (11). The plot demonstrates a rich
variety of possibilities that lead to the parallel superimposed

FIG. 13. (Color online) Locus of points on the plane of complex
eigenvalues λ1 that lead to parallel breathers. The second eigenvalue
is fixed and equal to λ2 = 0.08 + 0.9i for solid (blue) lines and equal
to λ2 = 0.08 + 1.5i for the dashed (red) lines. Parameter δ = 1

64 .
Solid red dots, blue rectangles, green triangles, and magenta stars on
the curves are chosen to signify the examples in the figures below.

breathers. Indeed, the locus of points is a set of continuous
curves of solutions rather than isolated points. In addition,
there are three such curves. Consequently, we can have a
rich variety of specific two-breather solutions. By choosing
different points on the curves, we can have various patterns.

To begin, we solve the two-breather alignment condition for
the specific values of eigenvalues λ1 = a1 + 0.8i with a1 to be
identified and λ2 = 0.08 + 0.9i. The plot in Fig. 13 provides
three real solutions for a1 shown by the solid red dots. They
are: a1 = −1.70693, a1 = 0.141238 and a1 = 1.1181. These
three values of a1 correspond to three qualitatively different
cases. They are shown in three panels of Fig. 14.

FIG. 14. (Color online) Two-breather superposition with the
condition Eq. (11), marked by solid red dots in Fig. 13. Here
λ2 = 0.08 + 0.9i and δ = 1

64 . (a) λ1 = −1.70693 + 0.8i; (b) λ1 =
0.141238 + 0.8i; (c) λ1 = 1.1181 + 0.8i.
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Figure 14(a) shows the complex pattern of two superim-
posed breathers with different periods. In this case, we observe
the beating on top of the original periods of the two breathers.
The transverse widths of the two breathers are comparable.
This results in a single-mode pattern along the combined
breather. The peaks of the breather remain single peaks. They
are higher at the points of constructive interference of the two
components with radiation around them.

Figure 14(b) shows the beating pattern of two breathers
for λ1 = 0.141238 + 0.8i. The periods of two breathers are
incommensurate. Consequently, the beating period is not well
pronounced. Significant differences in the widths of the two
first-order breathers set up a complex multimode transverse
pattern of the superposition. The skew angles VT /κr of the two
breathers are also different, and this is an additional reason for
the complex pattern.

In Figure 14(c), the beating period is comparable with the
periods of each breather. The widths of the two components are
also slightly different. Thus, we have another complex pattern
different from the two previous cases. The highest peak in
each of the three superpositions is always at the point (0,0).
This is due to the fact that individual breathers are centered
at the origin. If we add translations, the two breathers can be
separated in space and time.

We can use another value of λ2 when solving Eq. (11).
For example, the dashed curves in Fig. 13 are calculated for
λ2 = 0.08 + 1.5i. If we choose b1 = 0.9, we again obtain three
solutions for a1. These are: a1 = −1.71834, a1 = 0.200181,
and a1 = 0.990488. Two of these points are shown by the
green triangles on the dashed red curves.

Figure 15 shows the patterns of breather superposition
for two of the above solutions, a1 = −1.71834 and a1 =
0.990488. There are no fundamental differences between
these composite breathers and those shown in Fig. 14. The
patterns remain quasiperiodic along the breather. The angles
of propagation in the (x,t) plane vary, of course. Clearly, we
can observe a wide variety of patterns, taking into account
that the condition of Eq. (11) admits an infinite number of
possibilities.

Among all of them, we can choose some special cases.
Namely, solving Eq. (11), we have the chance to select
equal values b1 and b2. For example, if the eigenvalue λ2 =

FIG. 15. (Color online) Two-breather superposition with the
condition of Eq. (11), marked by green triangles in Fig. 13. Here,
λ2 = 0.08 + 1.5i and δ = 1

64 . (a) λ1 = −1.71834 + 0.9i; (b) λ1 =
0.990488 + 0.9i.

FIG. 16. (Color online) Two-breather superposition with the
condition of Eq. (11), marked by blue rectangles in Fig. 13. Here
(a) λ1 = 1.22549 + 0.9i, λ2 = 0.08 + 0.9i; (b) λ1 = 0.08 + 0.9i,
λ2 = 0.08 + 0.9i (degenerate case). Parameter δ = 1

64 .

0.08 + 0.9i is chosen, three eigenvalues λ1 satisfy Eq. (11).
They are: λ1 = −1.77613 + 0.9i, λ1 = 0.08 + 0.9i, and λ1 =
1.22549 + 0.9i. Two of them are shown by blue rectangles in
Fig. 13. Clearly, the second of these eigenvalues coincides
with λ2 and the two-breather solution is then degenerate.
Two other choices show similar patterns, as before, except
for the completely periodic pattern along the breather. This
happens due to the equal imaginary parts of the two eigenvalues
b1 = b2. One example is shown in Fig. 16(a). The other choice,
λ1 = −1.77613 + 0.9i, provides a similar periodic beating
pattern. However, the eigenvalue λ1 = 0.08 + 0.9i results in
the degenerate solution shown in Fig. 16(b). The two breathers
split, apart from the origin, which is the point of their collision.
This pattern is similar to degenerate solutions considered in
the previous sections.

Special cases can be found for other values of λ2. For exam-
ple, if we choose λ2 = 0.08 + 1.5i, we obtain four values for
the first eigenvalue: λ1 = −2.29479 + 1.5i, λ1 = 0.08 + 1.5i,
λ1 = 0.273178 + 1.5i, and λ1 = 1.93937 + 1.5i that satisfy
Eq. (11). The second of these solutions, λ1 = 0.08 + 1.5i,
corresponds to the degenerate case. The pattern of this solution
(not shown here) is similar to the case shown in Fig. 10(b).
However, two other patterns for λ1 = −2.29479 + 1.5i and
λ1 = 0.273178 + 1.5i are shown in Figs. 17(a) and 17(b),
respectively. They correspond to the magenta stars in Fig. 13.

FIG. 17. (Color online) Two-breather superposition with the
condition Eq. (11), marked by magenta stars in Fig. 13. Here,
λ2 = 0.08 + 1.5i and δ = 1

64 . (a) λ1 = −2.29479 + 1.5i; (b) λ1 =
0.273178 + 1.5i.
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These figures demonstrate once again the huge variety of
possibilities in designs of two-breather solutions. Each of these
patterns is strictly periodic along the breather, because of the
equal imaginary parts of the eigenvalues.

VII. CONCLUSION

Here, we have presented breather solutions of the quintic
integrable equation of the Schrödinger hierarchy. This equation
has terms describing fifth-order dispersion and additional
matching nonlinear terms with a free real parameter δ. These
terms transform the breathers of the NLSE, adding a skewing
angle into the breather patterns.

Significant differences from the NLSE case can be observed
for second-order breathers. In particular, two breathers can be
aligned in parallel without matching their eigenvalues. These
beating superpositions generate an infinite variety of patterns.
Some of them have been illustrated graphically, and conditions
for their appearance have been discussed in detail.

Practical realization of new solutions in optical fibers
will require special arrangements. First, we need to operate
with pulses with durations below 20 ps in order to activate
quintic terms in the fiber [23]. This, in turn, will require
higher intensities of the optical radiation. The use of specially
designed fibers is another requirement that may help to obtain a
special relation between the higher-order terms. On the bright
side, we have the exact solutions that can be used for preparing
initial conditions in the experiments.

The remaining question to answer is the robustness of the
new solutions. Several papers [9,50,51] already posed and par-
tially answered this question for the breather solutions of the
NLSE. The answer for the solutions of higher-order equations
is still needs to be given. We leave this for future work.
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APPENDIX: DETAILS OF DARBOUX
TRANSFORMATION TECHNIQUE

1. One- and two-breather solutions with imaginary eigenvalues
and limiting cases

The Darboux transformation technique has been developed
in general form by Matveev and Salle [52], and applied for
breather solutions of the NLSE in Ref. [11]. The quintic
integrable equation requires a few modifications in comparison
to the NLSE case. These are related to the inclusion of quintic
terms into the 2 × 2 matrices of the Lax-pair formalism.
Multibreather solutions require the use of a plane wave as
the seeding solution of the technique [11]. This is different
from the multisoliton solutions, which only require the zero
solution in order to start the process [52].

Substituting the seeding plane wave ψ0 = eix and the
eigenvalue λ1,2 into the set of linear differential equations

relative to r and s (compatibility condition) and solving them,
at the first step, we obtain the following functions

r1,j = −2ie−ix/2 cos(Aj + iBj + χj ) (A1)

s1,j = 2eix/2 sin(Aj + iBj − χj ), (A2)

where, depending on the eigenvalue that we use, j = 1 or 2.
The variables in this solution are

Aj = djGjxsj + κj tsj /2 + π

4
, Bj = djxsj /2,

χj = 1

2
cos−1

(
κj

2

)
, Gj = Vj/vj ,

Vj = δ
(
κj

4 − 10κj
2 + 30

)
, vj =

√
4 − κj

2,

dj = 1

2
κjvj , κj = 2

√
1 + λ2

j .

When we admit translations along x and t , we use the shifted
spatial xsj = x − xj and temporal tsj = t − tj variables. In this
section, we use the purely imaginary eigenvalue, λj = ibj .

Solutions of the quintic equation, at the first and second
steps of calculation, can be found from the same equation

ψn = ψn−1 + 2(λ∗
n − λn)sn,1r

∗
n,1

|rn,1|2 + |sn,1|2 , (A3)

where n is the order of the solution. In particular, it provides
the one- and the two-breather solutions of the quintic equation.

The main advantage of the Darboux transformation tech-
nique is that the second-order linear functions r2,1 and s2,1 do
not require solution of differential equations. Instead, we use
recursive algebraic relations derived in Ref. [52]. A simple
diagram for such calculations is given in Fig. 2.2 of Ref. [47]
(see also Ref. [11]). The calculations require a knowledge of
r1,1, s1,1, r1,2 and s1,2 from Eqs. (A1) and (A2). Thus, we obtain

r2,1 = 1

D2
{−2 cos(A2 + iB2 + χ2)[b1 cos(2A1)

× cos(2χ1) − b2 cosh(2B1) + b2 sin(2A1) sin(2χ1)]

− 4b1 cos(A1 + iB1 + χ1) sin(A1 − iB1 − χ1)

× sin(A2 + iB2 − χ2)} (A4)

s2,1 = 1

D2
{−2ib1 cos(A2 + iB2 + χ2) sin(2A1)

+ 2i[b1 cos(2A1) cos(2χ1) + b2 cosh(2B1)

− b2 sin(2A1) sin(2χ1)] sin(A2 + iB2 − χ2)

+ 2b1 cos(A2 + iB2 + χ2) sinh(2(B1 + iχ1))}, (A5)

where D2 = cosh(2B1) − sin(2A1) sin(2χ1). Substituting
these r2,1 and s2,1 into Eq. (A3), we obtain the two-breather
solution of quintic equation. The calculations are trivial and
not presented here.

The case when λ2 → i is special. In this case κ2 → 0,
the period of breather becomes infinite and the breather
is transformed into a rogue wave. After applying L’Hôpital’s
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rule to the ratio,the second-order solution takes the form:

ψ =
[

1 + Nk

Dk

]
eix, (A6)

where

Nk = κ2
1

{ − 8ts2(ts2 + 60δxs2)[cosh(2B1) − sin(2A1) sin(χ1)] − v1[sin(2A1)

+ i sinh(2B1 + iχ1)]
(
1 + 4y2 + 4x2

s2

) − 2[cosh(2B1) − sin(2A1) sin(χ1)][−1 + 4xs2(−i + xs2 + 900δ2xs2)]
}
,

and

Dk = 4v1
{
4 cos(χ1)[y cos(2A1) − xs2 sinh(2B1)] + [cosh(2B1) sin(χ1) − sin(2A1)]

(
1 − 4y2 − 4x2

s2

)}

− [cosh(2B1) − sin(2A1) sin(χ1)]
(
1 + 4y2 + 4x2

s2

)( − 8 + κ2
1

)
.

As expected, it is a combination of rational, trigonometric, and hyperbolic functions.

2. Degenerate two-breather solution: κ1 = κ2 = κ

When the two eigenvalues λ1 and λ2 coincide, the solution again becomes undefined. It has to be recovered by using L’Hôpital’s
rule on the numerator and denominator of the resulting expression. In this way, we obtain:

ψ =
[

1 + Nd

Dd

]
eix, (A7)

where Nd and Dd are

Nd = −4κc2{−2[κ(−( − 3 cosh(2B) + cosh(2(B + iχ ))) sin(2A) + ( − 2 + cos(4A)) sin(χ ) + i sinh(4B + iχ ))

+ 2 cos(2A) cos(χ ) cosh(2B + iχ )y1(t + 5xδy2)] + 2c2[cos(4A) cos(χ ) + cosh(4B + iχ )

− 2i sin(2A) sinh(2B) + 2x cos(χ )( − i + sin(2A) sinh(2B + iχ ))y3]},
Dd = 2

{
(8 − 3κ2) cos(4A) + 8 cosh(4B) + κ2[3 − 2 cos(2χ ) sin2(2A)] + 8 cosh(2B)

× [c1t cos(2A) cos(χ ) − κ2 sin(2A) sin(χ )] − 8x(8 − 6κ2 + κ4) cos(χ ) sin(2A) sinh(2B)

+ 4 cos(χ )
[
10c1xδ cos(2A) cosh(2B)y2 + cos(χ )y1

(
y1(t + 5xδy2)2 − x2y2

3

)]}
.

Here c1 = v3, v = c2 = √
4 − κ2, d = 1

2κv,

A = 1

4
[π + 2(t + V x)κ], B = dx

2
,

V = δ(30 − 10κ2 + κ4), χ = cos−1

(
κ

2

)
,

y1 = κ2 − 4, y2 = 6 − 6κ2 + κ4,y3 = κ2 − 2.

3. One- and two-breather solutions with complex eigenvalues

The two-breather solution of the NLSE has been presented
earlier in Ref. [13]. Here, we follow our previous calculations,
given explicitly in Appendixes A and B of Ref. [13] and modify
them for the case of quintic equation. As the eigenvalues
λj = aj + ibj are complex numbers, the parameters κj =
2
√

1 + λ2
j and χj = cos−1( κj

2 ) are now also complex: κ =
κjr + iκji and χ = χjr + iχji . The linear functions r and s of
the first step are

r1,1 = 2ie−ix/2 sin(G), s1,1 = 2eix/2 cos(H ).

The arguments of the trigonometric functions can also be
written explicitly as complex functions: G = Ar + iAi and
H = Br + iBi , where the real and imaginary parts are

Ar = χ1r + 1

2
(κ1r t + d1rx) − π

4

Ai = χ1i + 1

2
(κ1i t + d1ix)

Br = −χ1r + 1

2
(κ1r t + d1rx) − π

4

Bi = −χ1i + 1

2
(κ1i t + d1ix).

Here d1 = d1r + id1i is the complex coefficient of the argu-
ment x. Its components d1r and d1i can be written in the form:

d1r = −b1κ1i + a1κ1r + δ(�1κ1i + �1κ1r ),

d1i = a1κ1i + b1κ1r + δ(�1κ1i − �1κ1r ),

where

�1 = 16a1b1
(
1 − 4a2

1 + 4b2
1

)
,

�1 = 2
[
3 + 8a4

1 + 4b2
1 + 8b4

1 − 4a2
1

(
1 + 12b2

1

)]
.
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Substituting the functions r1,1 and s1,1 above into Eq. (A3), we
obtain the one-breather solution with complex eigenvalue λ1:

ψ =
[

1 + 8

D1
ib1 cosh(Bi − iBr ) sinh(Ai + iAr )

]
eix, (A8)

where D1 = cos(2Br ) + cosh(2Ai) + cosh(2Bi) − cos(2Ar ).
This solution can be transformed into the expression (9) of
the main text.

For the two-breather solution, the second-order linear
functions r1,2 and s1,2 are

r1,2 = 2ie−ix/2 sin(C), s1,2 = 2eix/2 cos(D),

where C = Cr + iCi and D = Dr + iDi are complex argu-
ments with the components:

Cr = χ2r + 1

2
(κ2r t + d2rx) − π

4

Ci = χ2i + 1

2
(κ2i t + d2ix)

Dr = −χ2r + 1

2
(κ2r t + d2rx) − π

4

Di = −χ2i + 1

2
(κ2i t + d2ix),

and d2 = d2r + id2i is the complex coefficient of the argument
x with the components:

d2r = −b2κ2i + a2κ2r + δ(�2κ2i + �2κ2r )

d2i = a2κ2i + b2κ2r + δ(�2κ2i − �2κ2r ).

Here

�2 = 16a2b2
(
1 − 4a2

2 + 4b2
2

)
�2 = 2

[
3 + 8a4

2 + 4b2
2 + 8b4

2 − 4a2
2

(
1 + 12b2

2

)]
.

The second-order linear functions r∗
2,1 and s2,1 are calcu-

lated using r1,1, s1,1, r1,2, and s1,2, as shown in the diagram
Fig. 2.2 in Ref. [47]. They are:

r∗
2,1 = − 2

D1
eix/2(4ib1 cosh(Bi − iBr ) cosh(Di + iDr )

× sinh(Ai + iAr ) + sinh(Ci + iCr )

×{cosh(2Ai)[−a1 + a2 + i(b1 − b2)]

+ cos(2Ar ) [a1 − a2 − i(b1 − b2)]

+ [cos(2Br ) + cosh(2Bi)] [−a1 + a2 − i(b1 + b2)]})

s2,1 = − 2

D1
eix/2(4ib1 cosh(Bi − iBr ) sinh(Ai + iAr )

× sinh(Ci − iCr ) + cosh(Di − iDr )

×{cosh(2Ai)[a1 − a2 − i(b1 + b2)]

+ cos(2Ar ) [−a1 + a2 + i(b1 + b2)]

+ [cos(2Br ) + cosh(2Bi)] [a1 − a2 + i(b1 − b2)]}).
Substituting these expressions into Eq. (A3), we obtain the
two-breather solution. It is omitted here, as the calculations are
trivial. When δ = 0, this solution coincides with the solution
of Eq. (22) given in Appendix B of Ref. [13].
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