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Quantum phase transitions exposed by rotating the spins
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Using the exactly solvable XY spin chain as an example, we consider nonadiabatic variation of the Hamiltonian
along an isospectral trajectory. We suggest that quantum phase transitions (QPTs) can be revealed by the
nonadiabatic geometric or Aharonov-Anandan phase, accumulated in a cycle of the state that starts from a
particular initial state. On the other hand, starting as the ground state of the instantaneous Hamiltonian, the state
does not return to the initial state if the variation of the Hamiltonian is not adiabatic, but the survival probability
can indicate QPTs and display revival phenomena.
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I. INTRODUCTION

In recent years, various properties of quantum states, such
as the Berry phase [1], fidelity [2], the Loschmidt echo [3],
survival probability (SP) [4], and the quantum geometric tensor
[5], have been used as indicators of quantum phase transitions
(QPTs) in many-body systems.

As the Berry phase is the geometric part of the phase
accumulated in an adiabatic cycle in the parameter space
[6,7], its experimental measurement requires the cancellation
of the dynamical part of the phase [8]. Moreover, in order
for the adiabatic condition to be satisfied, the evolution time,
which increases with the system size [9], needs to be long
enough, conflicting with the finiteness of coherence time due
to the coupling with the environment, and the fact that the
nonadiabatic correction increases with the system size [10].
These problems led us to consider nonadiabatic variation of
the Hamiltonian in the present context.

In this paper, considering an XY spin chain as an example,
we propose to use nonadiabatic variation of the Hamiltonian to
expose QPTs. It is noted that QPTs can be related to the nona-
diabatic geometric phase, i.e., the Aharonov-Anandan (AA)
phase [11], through its relation with the Berry phase starting
with a different initial state. The AA phase can be obtained
if the initial state is specifically chosen. On the other hand, if
the initial state is the ground state of the instantaneous Hamil-
tonian, then nonadiabaticity destroys the cycle of the state.
We show that QPTs can be exposed in the behavior of the SP,
that is, the probability for the initial ground state to survive
in the final state after a nonadiabatic cycle. We also study
the the time-dependent SP for the evolution of an arbitrary
time.

The rest of the paper is organized as follows. In Sec. II, we
describe the evolution of the quantum state under the cyclic
Hamiltonian. In Sec. III, we discuss the AA phase. In Sec. IV,
we discuss the SP for one cycle of the Hamiltonian. In Sec. V,
we discuss the SP defined for an arbitrary time. Finally we
summarize the paper in Sec. VI.
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II. HAMILTONIAN AND THE STATE

Consider the Hamiltonian for the transverse-field XY spin
chain,

Hλ = −1

2

M∑
j=−M

(
1 + γ

2
σx

j σ x
j+1 + 1 − γ

2
σ

y

j σ
y

j+1 + λσ z
j

)
,

(1)

where σα
j (with α = x,y,z) is the Pauli operator at lattice site

j , γ ∈ [0,1] represents the degree of anisotropy, λ is the field
strength, N = 2M + 1 is the number of lattice sites assumed
to be odd, and the periodic boundary condition is assumed.
Exactly solvable with a rich structure, this model is often used
in proposing new concepts. It belongs to the Ising universality
class if γ �= 0 and to the XX universality class if γ = 0 [12].

By using the Jordan-Wigner transformation
σ
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is diagonalized as

Hλ =
M∑

k=−M

	k
λ

(
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2

)
, (2)

where Nk,λ ≡ �
†
k,λ�k,λ. The ground state of Hλ is

|gλ〉 =
M∏

k=1

(
cos

θk
λ

2
|0〉k|0〉−k + i sin

θk
λ

2
|1〉k|1〉−k

)
, (3)

where |0〉k and |1〉k denote the vacuum and single excitation
of the kth mode corresponding to ck . The ground-state energy
is Eλ = −∑M

k=−M 	k
λ/2.

Now we consider rotating each spin for a time-dependent
angle φ around z [1]. The Hamiltonian becomes a time-
dependent one,

Hλ[φ(t)] = U [φ(t)]HλU
†[φ(t)], (4)

1539-3755/2015/91(1)/012129(5) 012129-1 ©2015 American Physical Society

http://dx.doi.org/10.1103/PhysRevE.91.012129


XIN LI AND YU SHI PHYSICAL REVIEW E 91, 012129 (2015)

where U (φ) ≡ ∏M
j=−M e−iφσ z

j /2. The ground state of Hλ[φ(t)]
is

|gλ,φ〉 = U (φ)|gλ〉. (5)

If φ is adiabatically varied from 0 to π , there accumulates
a Berry phase,

βB = −i

∫ π

0
〈gλ,φ|∂φ|gλ,φ〉dφ = −π

M∑
k=1

(
1 − cos θk

λ

)
, (6)

which can also be written as −πM + πMz, where Mz =∑M
k=1 cos θk

λ is the magnetization in the original ground state
|gλ〉.

Here we consider φ = t . The Schrödinger equation is

i∂t |ψ(t)〉 = Hλ[φ(t)]|ψ(t)〉. (7)

It can be obtained that

|ψ(t)〉 = U [φ(t)]e−iHλ+t |ψ(0)〉, (8)

where Hλ+ is a time-independent effective Hamiltonian, with
field strength λ + .

In general, suppose the initial state is the ground state of
Hχ with field strength χ , i.e., |ψ(0)〉 = |gχ 〉. By using the
idempotency N2

k,λ = Nk,λ, we obtain the identity

e−it	k
λ+�

†
k,λ+�k,λ+ = 1 + (e−it	k

λ+ − 1)�†
k,λ+�k,λ+,

with which we obtain

e−iHλ+t |gχ 〉 = e−iEλ+t
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where Ak(t) ≡ cos
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2 ,

Bk(t) ≡ sin
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χ

2 + (e−2it	k
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2 sin
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χ−θk
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2 .
Therefore, under Hλ[φ(t)], the evolution of the state starting

from |gχ 〉 is

|ψ(t)〉 = e−it(Eλ++ N
2 )

M∏
k=1

[Ak(t)|0〉k|0〉−k

+ ie2itBk(t)|1〉k|1〉−k]. (10)

III. AA PHASE FOR A CYCLE

Now suppose the initial state is specifically prepared to be
an eigenstate of Hλ+, that is,

|ψ(0)〉 = |gλ+〉. (11)

Note that the Hamiltonian isHλ[φ(t)]. According to (8), |ψ(t)〉
must be cyclic in the ray space with the period T0 = π/.

Using the definition of the AA phase, βAA =
arg[〈ψ(0)|ψ(T0)〉] + i

∫ T0

0 dt〈ψ(t)|ψ̇(t)〉 [11], the AA phase
after the Hamiltonian undergoes a cycle can be found to be

βAA(λ) = −π

M∑
k=1

(
1 − cos θk

λ+

)
, (12)

which is the same as the Berry phase. βB(λ + ) denotes
the Berry phase of the Hamiltonian Hλ+ with field strength
λ + , according to (6).

Therefore, because of this relation between the Berry phase
and the AA phase [8], one can obtain the Berry phase of Hλ+

by measuring the AA phase of Hλ, which does not require
adiabaticity but only requires the initial state to be prepared as
the ground state of Hλ+. Therefore, the AA phase can be used
for studying QPTs through its relation with the Berry phase,
which has been known to be related to QPTs.

IV. SP AND QPTS

The preceding section noted that, governed by Hλ[φ(t)],
the state itself cycles if the initial state is specifically prepared
to be the ground state of Hλ+. Now we consider a different
initial state, which is supposed to be the instantaneous ground
state of the time-dependent Hamiltonian itself. At t = 0, it is
merely the ground state |gλ〉 of the original Hamiltonian Hλ.
Then the state is not cyclic in general. It is cyclic only if the
cycle of the Hamiltonian is adiabatic.

In this situation, we address the following question instead.
With |ψ(0)〉 = |gλ〉, how close is the final state |ψ(π/)〉 to
the initial state |gλ〉?

This can be quantified as the SP, which is the fidelity
between the final and initial states,

S ≡
∣∣∣〈gλ|ψ

(π



)〉∣∣∣2

=
M∏

k=1

{
1 −

[


	k
λ

sin θk
λ sin

(π


	k

λ+

)]2
}

, (13)

according to which we have numerically calculated S, as
shown in Figs. 1–4. The three-dimensional (3D) plot in Fig. 1
shows the dependence of SP on λ and γ , while the 2D plots in
Fig. 2 give the dependence of SP on γ for various values of λ,
according to (13).

To better understand these results, we give some approxi-
mated formulas for some limiting cases. First, in the thermo-
dynamic limit N → ∞, the summation over the momentum

FIG. 1. (Color online) SP as a function of the parameters λ and
γ , for  = 0.01 and N = 2001.
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FIG. 2. (Color online) SP as a function of γ for various values of
λ.  = 0.01, N = 2001.

modes in (13) can be replaced by an integral, therefore

S = exp

⎡
⎣N

2π

∫ π

0
ln

⎧⎨
⎩1−

[
γ sin k

	k
λ	

k
λ+

sin
(π


	k

λ+

)]2
⎫⎬
⎭ dk

⎤
⎦ .

(14)

Moreover, we consider the adiabatic condition that  is
much smaller than the energy gap mink(	k). Then,

S ≈ exp

[
−N2γ 2

2π

∫ π

0

[sin k sin( π

	k

λ)]2(
	k

λ

)4 dk

]
. (15)

First we investigate the regime near γc = 0 (XX model). As
observed in Figs. 1 and 2, for λ < λc = 1, when γ increases
from γc = 0, S first drops quickly from 1 to 0 and then
increases. However, when λ increases toward λc = 1, the
valley of drop and increase becomes less steep. On the other
hand, for λ > λc = 1, SP decreases much more slowly with
the increase of γ . These features suggest that SP can expose
the existence of QPT at λc = 1.

For λ = 0, which is far from λc = 1, SP can be written as

S(λ = 0,γ ) ≈ exp

[
Nπγ 2

γ 2 − 1

∫ π


πγ



f (x)dx

]
, (16)

where f (x) ≡
√

x2−( π


)2

( πγ


)2−x2

sin2 x
x3 . S(λ = 0,γ ) as a function of γ

is displayed in Fig. 3. Obviously at γ = 0, S(λ = γ = 0) ≈ 1,
as the Hamiltonian with γ = 0 is time-dependent. Away from
γ = 0, S(λ = 0,γ ) drops sharply, as can be noted from the
rapid decay of the above integration with the increase γ , and
it can be clearly seen in the inset of Fig. 3 based on numerical
calculation of the exact formula (13).

Now consider the case of γ = 1 (Ising model). We obtain

S(λ,γ = 1) ≈ exp

[
−A(λ,)N

2λ

∫ π |1+λ|


π |1−λ|


sin2 x

x2
dx

]
,

(17)

where 0 < A(λ,) < 1 is some function of λ and . Because
sin2 x

x2 is a damped vibration function, the sensitivity of the
integral to the lower limit suggests that λc = 1 is a singular
point. This is consistent with the plot of S(λ,γ = 1) as a
function of λ according to the exact formula (13), as shown in
Fig. 4, which indicates criticality at λ = 1.

As depicted in Figs. 3 and 4, the minimal points of SP
vary with , and they approach the critical points of Hλ when
 → 0. For a given N , the valley of SP becomes steeper
with the decrease of , in agreement with the fact that the
minimal points at  = 0 correspond to the critical points of Hλ.
Moreover, for a given , a lattice that is too large diminishes
the efficacy of SP in detecting the QPTs, as the adiabatic
condition becomes stronger.

To conclude this section, even for a finite value of , one
can still observe that λ = 1 and γ = 0 are critical values of
QPTs of the original Hamiltonian Hλ.

V. TIME-DEPENDENT SURVIVAL PROBABILITY (TDSP)

Finally we extend the use of SP to the state |ψ(t)〉 at an
arbitrary time t evolving from the initial state |gλ〉. Based on
the exact solution |ψ(t)〉, we can obtain the TDSP at time t ,

St ≡ |〈gλ|ψ(t)〉|2 =
M∏

k=1

f k(t), (18)

FIG. 3. (Color online) SP for λ = 0. (a) γ dependence of the SP for N = 2001 and  = 0.002, 0.005, 0.01, 0.02. (b) γ dependence of the
SP for  = 0.01 and N = 100001, 10001, 2001, 501. The insets enlarge the regimes close to the quantum critical points.
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(a) (b)

FIG. 4. (Color online) Ising criticality (with γ = 1). (a) λ dependence of SP for N = 2001 and  = 0.002, 0.005, 0.01, 0.02, 0.05. (b) λ

dependence of SP for  = 0.01 and N = 200001, 50001, 10001, 2001, 201.

where f k(t) = cos2(t)[1 − sin2(θk
λ − θk

λ+) sin2(t	k
λ+)] +

sin2(t)[cos2(θk
λ ) cos2(t	k

λ+) + cos2(θk
λ+) sin2(t	k

λ+)] +
1
2 sin(2t) sin(θk

λ ) sin(θk
λ − θk

λ+) sin(2t	k
λ+).

Now we look at several limiting cases. First of all, if γ = 0,
Hλ[φ(t)] = Hλ, hence S(t) = 1, as can be confirmed from

Ak = cos θk
λ

2 and Bk = 0.

For a short time t << 1/, we have S(t) ≈ ∏M
k=1[1 −

sin2(θk
λ − θk

λ+) sin2(t	k
λ+)]. This is the same as the

Loschmidt echo between two states studied previously [3],
whose various consequences as a witness of QPTs can thus be
applied to the short-time behavior of S(t) here.

Now we examine the long-time behavior, which exhibits
clear revival behavior, referring to the deviation from the
average value of an observable [13]. If |γ | � 1 while |λ +
| > 1, then θk

λ+ ≈ 0 for all k, hence S(t) ≈ ∏M
k=1{1 −

sin2(θk
λ ) sin2[( − 	k

λ+)t]}. A further condition |γ | � |λ|
results in sin θk

λ ≈ 0 unless k �= k0 ≡ (N/2π ) arccos λ. Conse-
quently, S(t) ≈ 1 − sin2(θk0

λ ) sin2[t( − 	
k0
λ+)], whose peri-

odicity gives the revival time Trev ≈ π/| − 	
k0
λ+|, as shown

in Fig. 5(a). The small oscillation in the enlarged inset of
Fig. 5(a) can be suppressed by increasing . The inset in
Fig. 5(a) shows that sin2(θk0

λ ) has the maximum at k0 = 41,

hence the above formula gives Trev ≈ 211.4, which is very
close to the numerical value Trev = 210.1.

Similarly, if |γ | << 1 while |λ| > 1, then θk
λ ≈ 0 for all

k, consequently S(t) ≈ ∏M
k=1[1 − sin2(θk

λ+) sin2(t	k
λ+)]. A

further condition |γ | � |λ| leads to the revival time Trev ≈
π/|	k0

λ+|, where k0 = (N/2π ) arccos(λ + ).
On the other hand, if  << 1, then θk

λ ≈ θk
λ+, and

we have S(t) ≈ ∏M
k=1[1 − sin2(θk

λ ) sin2(t)], which exhibits
revival behavior with frequency , as shown for  =
0.02 in Fig. 5(b). If  � 1, then θk

λ+ ≈ 0, and we
have S(t) ≈ ∏M

k=1{1 − sin2(θk
λ ) sin2[t( − 	k

λ+)]}. As  −
	k

λ+ ≈ cos(2πk/N ) − λ, S(t) is independent of . The
revival time of S(t) can be given by N/2vmax, with vmax ≡|
∂	k

λ+/∂(2πk/N ) |max= 1 [13], hence Trev ≈ N/2, as con-
firmed for  = 100 in Fig. 5(b).

Finally, we also study the time evolution and revival of the
magnetization per spin [13], mz(t) ≡ 〈ψ(t)|σ z|ψ(t)〉 = 1 −
1
N

∑M
k=1[2 − cos(θk

λ ) − cos(θk
λ −2θk

λ+)+2 sin(θk
λ+) sin(θk

λ −
θk
λ+) cos(2t	k

λ+)], which shows revival behavior with
Trev ≈ N/2, which is different from Trev of S(t), as shown
in the inset in Fig. 5(b). If  is too large or too small, mz(t)

approaches the constant
∑M

k=1
cos θk

λ

M
.

FIG. 5. (Color online) Three kinds of revival phenomena of the SP with different revival time. (a) Trev ≈ π/| − 	
k0
λ+|. (b) Trev ≈ π/

for  = 0.02, which is close to adiabaticity. Trev ≈ N/2 for  = 100. The inset in (b) shows the revival of the average magnetization mz(t)
with Trev ≈ N/2 for N = 201. The revival of S(t) under the same parameter values as for mz(t) is shown in (a).
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All the results in this section indicate that in a nonadiabatic
cycle of the Hamiltonian, the revival time of S(t) or mz(t) is
different from the periodicity of Hamiltonian π/ when  is
large enough.

VI. SUMMARY

To summarize, we have considered nonadiabatic rotation of
the spins of an XY spin chain to expose QPTs of the original
time-independent Hamiltonian. The Hamiltonian is a time-
dependent one, Hλ[φ(t)], with Hλ(t = 0) = Hλ. Starting with
the initial state prepared as the ground state of Hλ+, the state
can cycle with an AA phase βAA(λ), which equals the Berry
phase βB(λ + ) for Hλ+, which is already known to contain
information on QPTs. On the other hand, starting as the ground
state |gλ〉 of Hλ, which cycles in the parameter space, the
quantum state does not return to the ground state |gλ〉 because
of nonadiabaticity. We show, however, that SP can indicate the
QPTs if the rotation frequency  is small enough. Note that

even under the adiabatic condition, there is a nonadiabaticity
effect, hence S(t) < 1. We have also discussed the general
TDSP, which exhibits interesting survival phenomena, with
revival time different from the periodicity of the Hamiltonian
if  is large enough.

Experimentally, measuring the SP or AA phase does
not require adiabaticity or cancellation of the dynamical
phase, as in the case of measuring the Berry phase [8]. We
hope our investigations will bring some new theoretical and
experimental perspectives on geometric phases in many-body
physics.
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