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Influence of excitability on unpinning and termination of spiral waves
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Application of electrical forcing to release pinned spiral waves from unexcitable obstacles and to terminate
the rotation of free spiral waves at the boundary of excitable media has been investigated in thin layers of the
Belousov-Zhabotinsky (BZ) reaction, prepared with different initial concentrations of H2SO4. Increasing [H2SO4]
raises the excitability of the reaction and reduces the core diameter of free spiral waves as well as the wave period.
An electric current with density stronger than a critical value Junpin causes a pinned spiral wave to drift away
from the obstacle. For a given obstacle size, Junpin increases with [H2SO4]. Under an applied electrical current,
the rotation center of a free spiral wave drifts along a straight path to the boundary. When the current density is
stronger than a critical value Jterm, the spiral tip is forced to hit the boundary, where the spiral wave is terminated.
Similar to Junpin for releasing a pinned spiral wave, Jterm also increases with [H2SO4]. These experimental findings
were confirmed by numerical simulations using the Oregonator model, in which the excitability was adjusted via
the ratio of the excitation rate to the recovery rate of the BZ reaction. Therefore, our investigation shows that
decreasing the excitability can facilitate elimination of spiral waves by electrical forcing, either in the presence
of obstacles or not.
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I. INTRODUCTION

Spiral waves have been observed in different reaction-
diffusion systems including CO oxidation on platinum surfaces
[1], concentration waves in the Belousov-Zhabotinsky (BZ)
reaction [2], cell aggregation in slime mold colonies [3], and
electrical wave propagation in cardiac tissues [4]. In the heart,
such spiral waves of electrical excitation and their instabilities
concern cardiac tachycardia and life-threatening fibrillations
[5–7]. Drifting of electrophysiological spirals can cause the
waves to end when their tip hits the boundary of the medium,
but the tachycardia might last longer when the spiral waves are
pinned to anatomical inhomogeneities or obstacles, e.g., veins
or scars.

Theoretically, an inhomogeneity may induce the rotation
center of spiral waves to orbit around it and the stability of the
orbital path depends on the strength of the inhomogeneity
[8]. In the vicinity of unexcitable obstacles, spiral waves
move towards and are subsequently pinned to the obstacles
[9,10]. Moreover, the wave period, wavelength, and velocity
of pinned spiral waves increase with the obstacle size [11–13].
Scroll rings which are three-dimensional (3D) spiral structures
with closed-loop filaments are often observed to contract and
eventually self-annihilate [14,15]. Their intrinsic contraction
is suppressed, when the scroll rings are pinned to obstacles
[16,17].

Low-energy methods use a train of electrical stimuli with
a sufficiently high frequency to induce unpinning and drift of
spiral waves, until they collide with the boundary [18–21].
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The necessary frequency increases with the obstacle size and
the stimuli fail to release spiral waves being pinned to very
large obstacles [18–21]. It has been demonstrated in numerical
simulations [21] that reducing the excitability of a medium,
resulting in an enlargement of the spiral core, can improve the
success of unpinning induced by a train of stimuli. Similarly,
prior experiments have shown that unpinning of spiral waves
occurred after application of anti-arrhythmic agents, which
reduced the excitability of cardiac specimens [22,23].

External application of an electric field can manipulate the
dynamics of spiral waves in the BZ solutions, since it causes
advective motions of ionic species in the reaction. In thin
layers of this reaction, such a field forces the rotation center
of free spiral waves to drift along a straight path, and the drift
speed increases with the magnitude of the field [24–26]. In 3D
media, the applied field causes the closed-loop filaments of free
scroll rings to reorient, until the unit vector of the filaments is
antiparallel to the field direction [15]. It has been demonstrated
that such electric-field application causes reorientation and
deformation of ring-shaped filaments that are pinned to a pair
of unexcitable spheres, before the filaments are detached from
these spheres [27]. Our recent investigation [28] on unpinning
of spiral waves by electrical forcing revealed that it is more
difficult to release spiral waves pinned to larger obstacles,
especially when the obstacle size exceeds that of the core of
free spiral waves.

In the absence of external forcing, the system boundary
affects the motion of nearby spiral waves [29–32]. In BZ
media, the spiral tip is found to drift along the boundary
[29–31]; otherwise, it approaches and eventually hits the
boundary [29,30] or moves away before the boundary effect
becomes diminished [31]. Simulations [32] show that both
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the center and the boundary of small media act as attractors
of a spiral tip. Therefore, the spiral tip might be attracted to,
induced to drift along, or repulsed away from the boundary,
depending on its initial position.

It is worth noting that spiral waves, whose tip intrinsically
drifts on a straight path in homogeneous media, may move until
their tip hit and annihilate at the boundary [33]. However, this
phenomenon might rarely occur in reality since the intrinsic
drift has been observed in excitable media with very specific
values of the parameters both in simulations [34] and in
experiments [35]. In addition, spiral waves which drift either
intrinsically [33] or are induced by a temporal modulation of
excitability [36] are also discovered to reflect at the boundary
so that they may always stay in the systems.

In this article, we present the influence of excitability on the
release of pinned spiral waves and the termination of free spiral
waves at the boundary by electrical forcing. The excitability of
uniform thin layers of the BZ reaction was adjusted via initial
concentration of sulfuric acid. Three series of experiments
were undertaken to study (a) the intrinsic dynamics of free
spiral waves (without obstacles), and electrically induced (b)
release of spiral waves pinned to obstacles and (c) termina-
tion of free spiral waves at the boundary. Furthermore, we
performed simulations using a reaction-diffusion-advection
system with the Oregonator model [37,38] corresponding to
all three experimental series.

II. EXPERIMENTS

A. Experimental methods

In this investigation, the BZ reaction is composed of
NaBrO3, malonic acid (MA), H2SO4, and ferroin, all pur-
chased from Merck. In addition, a surfactant, sodium dodecyl
sulfate (SDS, from Fluka), is added to the solution to reduce
the production of CO2 bubbles, which are uncontrollable
inhomogeneities. Stock solutions of NaBrO3 (1 M), and MA
(1 M), and SDS (1 M) are freshly prepared by dissolving
powder in deionized water (conductivity of ∼0.056 μS cm−1),
whereas stock solutions of H2SO4 (2.5 M) and ferroin
(25 mM) are commercially available. Appropriate volumes
of the stock solutions are mixed and diluted in deionized water
to form BZ solutions with initial concentrations [NaBrO3] =
50 mM, [MA] = 50 mM, [ferroin] = 0.625 mM, and [SDS] =
0.05 mM, where [H2SO4] is varied between 100 and 280 mM.
To prevent any hydrodynamic perturbation, the reaction is
embedded in a 1.0% wt./wt. agarose gel (from Sigma).

In the first series of experiments, we study the influence of
[H2SO4] on the properties of free spiral waves in a uniform
thin layer of the BZ reaction by measuring the wave period and
the size of the spiral core—a circular area around which the
spiral tip rotates. The tip position is defined as the intersection
of contour lines of two subsequent spiral images at an interval
of 5 s, which is very short as compared with the wave period
of more than 2 min. Electrical forcing is utilized to release
spiral waves pinned to inert plastic obstacles and to terminate
free spiral waves at the boundary in the second and third series
of experiments, respectively. The reactor has a main volume
(size 100 × 100 × 1.0 mm3) and its front plane (area 100 ×
100 mm2) is set vertically oriented and normal to the camera

viewing axis. Two electrolytic compartments (size of each is
25 × 100 × 2.0 mm3) are attached to the left and the right
boundaries of the main volume. An unexcitable obstacle (a
plastic cylinder with a diameter d of 0.8 mm and a height
of 1.0 mm) is attached in the main volume by using silicone
paste, before the BZ solution is filled into the reactor.

Single spiral waves are initiated in the thin layers of the BZ
reaction by a two-layer method as illustrated in [39] for free
spiral waves and in [28] for pinned ones. In all experiments,
the reactor is placed in a transparent thermostating bath to
remove Ohmic heat and to set the temperature at 24 ± 1°C.
The bath is put between a white light source and a color
CCD camera (Super-HAD, Sony) to record the images of
the medium every second with a resolution of 25 − 50 μm
pixel−1.

As a result of electrolysis, gas bubbles are produced near
the electrodes and subsequently escape from the reactor.
This causes temporal fluctuations of the resistance between
the electrodes. To specify precisely the strength of forcing,
electricity driven by a power supply in a constant electrical
current mode is utilized. Therefore, the forcing is reported
as electrical current density instead of electric field strength,
which is usually used in simulations.

In the second series of experiments, the release of a
pinned spiral wave by electrical forcing is investigated using
the same strategy as in [28], which results in a precise
critical value of electrical forcing while the aging of the BZ
reaction can be minimized. For a given [H2SO4], a constant
current density J is applied to the medium for an interval
of three to five spiral rotations, before it is increased by
a step of �J = 10 mA cm−2. When J is sufficiently high,
the spiral tip is detached from the obstacle. This experiment
gives a rough estimation of the critical current density for
unpinning Jrough. Then, the experiment is repeated using
a starting value J0 close to but smaller than the rough
estimation (J0 = Jrough − 10 mA cm−2) and J is increased by
�J = 2 mA cm−2, which is the finest step available from our
equipment. The latter experiment provides the minimal current
density for unpinning, Junpin, when the spiral wave is released
from the obstacle.

Influence of excitability on forced termination of a free
spiral wave at the boundary is studied in the third series
of experiments, separate from the investigation of unpinning
phenomena, for minimizing the aging of the BZ reaction. The
free spiral wave is forced by an applied electrical current
to approach the bottom of the reactor. When the electrical
current is higher than a certain threshold, the spiral tip
hits the boundary and the spiral wave is annihilated. As in
the experiments of Junpin, the minimal current density for
termination Jterm for a given [H2SO4] is searched by two
subsequent experiments with different steps �J = 10 and
2 mA cm−2, respectively.

It is worth noting that the container bottom is the most
appropriate boundary for the study of spiral termination using
our reactor, since the left and right edges of the main volume are
in contact with electrolytic compartments and the top surface
of the medium is opened to the atmosphere. The tip motion
might be affected by undesired effects of electrolytic products
(e.g., bubbles) and atmospheric oxygen, when the tip is in the
vicinity of the lateral and the top edges, respectively.
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B. Experimental results

In experiments of the intrinsic dynamics of free spiral
waves, the excitability of the medium is modulated via the
concentration of H2SO4. For [H2SO4] = 100 − 280 mM, the
BZ reaction supports a rigidly rotating spiral wave, whose tip
moves around a small circular region, the so-called spiral core.
As shown in Fig. 1, both the wave period T and the spiral core
diameter dS of the free spiral wave decrease, when [H2SO4] is
increased.

The release of pinned spiral waves by electrical forcing is
illustrated in Fig. 2. For all unpinning experiments we initiate
a spiral wave whose tip is attached to the same unexcitable
cylinder (diameter d = 0.8 mm) in a freshly prepared BZ
medium. As an example, the pinned spiral wave in Fig. 2(a) is
obtained from an experiment with [H2SO4] = 200 mM. Under
an applied electrical current with a sufficiently strong density
Junpin = 57 mA cm−2, this pinned spiral wave is released, i.e.,
the tip is detached and drifts away from the obstacle, as shown
in Fig. 2(b).

The results of unpinning at different [H2SO4], as depicted
in Fig. 2(c), reveal that it is necessary to apply an electrical
current with a stronger density (higher Junpin) to induce the
unpinning phenomena, when the BZ reaction contains more
H2SO4. Therefore, it is more difficult to release a spiral wave
pinned to a given obstacle in a medium with higher excitability.

In Fig. 2(d) we consider the relation between Junpin and
the spiral core diameter dS of a free spiral wave. This graph
is obtained by matching Junpin [from Fig. 2(c)] and dS [from
Fig. 1(b)] for each [H2SO4]. From the left to the right of this
graph, dS decreases from 1.20 mm to 0.45 mm, corresponding
to an increase of [H2SO4] from 100 mM to 280 mM, so that
dS ranges from a value larger to smaller than the obstacle

FIG. 1. Properties of a free spiral wave in the BZ reaction: (a)
wave period T and (b) spiral core diameter dS at different initial
concentrations of H2SO4.

FIG. 2. (Color online) Unpinning of a spiral wave in the BZ
reaction. (a) A spiral wave is pinned to a plastic cylinder. (b) When
the density J of the applied electrical current reaches the critical
value Junpin, the spiral tip is unpinned. The black line indicates the tip
trajectory of the released spiral wave moving away from the obstacle.
(c) Junpin vs [H2SO4]. (d) Junpin vs core diameter dS of a free spiral
wave. The vertical dashed line at 0.8 mm indicates the diameter d of
the obstacle.

diameter (d = 0.8 mm). The graph shows that Junpin increases
monotonously, while dS decreases. Therefore, the smaller the
free spiral core, the more difficult to unpin the spiral wave
from a given obstacle.

Electrically forced termination of spiral waves at the
boundary is shown in Fig. 3. At the beginning, an isolated
spiral wave is initiated in the absence of obstacles. The spiral
tip is located around 1 cm away from the bottom of the reactor
[blue (bright) front in Fig. 3(a)]. At this distance, the spiral
tip rotates on a circular path implying that it is not affected
by the boundary. A constant electrical current induces the
tip to drift along a tilted direction towards the bottom [see
the red (gray) line]. Note that the spiral tip drifts almost
antiparallel to the current direction when it is located near
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FIG. 3. (Color online) Termination of a free spiral wave in the BZ
reaction. (a) An applied electrical current with density J induces a
drift of the spiral tip towards the bottom of the reactor [red (gray) line].
When the tip is located near the boundary, it drifts approximately
antiparallel to the current direction. After J is increased to a
critical value (Jterm), the tip (location indicated by the vertical arrow)
gradually approaches and finally hits the bottom (black line). (b) Jterm

increases with [H2SO4].

the bottom. The magnitude of electrical current density is
increased, until the spiral tip is forced to hit the bottom and
subsequently annihilated (see the black line). Figure 3(a) is
obtained from an experiment at [H2SO4] = 100 mM, where
the necessary current density of spiral termination Jterm =
20 mA cm−2. Figure 3(b) depicts the results from a series of
termination experiments with different [H2SO4]. Similar to
Junpin in Fig. 2(c), Jterm increases with [H2SO4]. Therefore, it
is more difficult to terminate a spiral wave at the boundary of
a medium that has a higher excitability.

III. SIMULATIONS

A. Simulation methods

To corroborate the experimental results, simulations are
performed using the two-variable Oregonator model to de-
scribe the dynamics of two variables u and v (corresponding
to the concentrations of HBrO2 and the catalyst, respectively)
in the BZ reaction. The advection terms for both u and v

account for the electric field E applied in the x direction:

∂u

∂t
= 1

ε

(
u − u2 − f v

u − q

u + q

)
+ Du∇2u − MuE

∂u

∂x
,

(1)
∂v

∂t
= u − v + Dv∇2v − MvE

∂v

∂x
.

To obtain rigidly rotating spiral waves in the absence of
the electric field, the parameters are chosen as in Ref. [38]:

q = 0.002, f = 1.4, diffusion coefficients Du = 1.0 and
Dv = 0.6, with the excitability modulated by parameter
ε−1 = 20 − 200. As in [15,28], when the electric field is
applied, the ionic mobilities Mu and Mv are set to −1.0 and
2.0, respectively. The simulations are performed using an
explicit Euler method with a nine-point approximation of
the two-dimensional Laplacian operator and a centered-space
approximation of the gradient term.

The influence of excitability on the intrinsic dynamics
of a free spiral wave as well as spiral termination at a
boundary induced by an electric field are studied on a
discrete system with a uniform grid space �x = �y = 0.1
system unit (s.u.) and a time step �t = 3.0 × 10−3 time unit
(t.u.), as required for numerical stability [�t � (3/8)(�x)2

[40]]. The dimensionless size of the system is 40 × 40 s.u.

(corresponding to 400 × 400 grid points) and the boundaries of
the system have no-flux conditions. A spiral wave is initiated as
follows: a planar wave is triggered by setting a five-grid-point
strip at an edge of the medium to an excited state (e.g., u = 1.0
and v = 0 for 0.0 � x � 0.5). When the wave front propagates
into the middle of the medium, half of the medium is reset to
an excitable state (e.g., u = 0 and v = 0 for 0.0 � y � 20.0)
leading to a free-end wave front, which subsequently curls
to form a rotating spiral wave. As in the experimental part,
the spiral tip is defined as the intersection of contour lines of
two subsequent (delaytime = 1.5 × 10−2 t.u.) spiral images (u
fields). In the simulations of spiral termination by electric field,
the spiral tip is induced to drift towards and hit the bottom of
the system.

The release of a pinned spiral wave by an electric field
at different excitability is investigated on a finer discrete
system, in order to construct a good approximation of an
unexcitable circular obstacle. As in Ref. [28], we set the
uniform grid space �x = �y = 0.025 s.u. and the time step
�t = 1.9 × 10−4 t.u., while the size of the system is reduced
to 20 × 20 s.u. (corresponding to 800 × 800 grid points).
After the spiral wave is allowed to propagate freely for
several rotations, a circular obstacle, i.e., a group of discrete
points (x,y) in which

√
(x − x0)2 + (y − y0)2 � d/2, where

diameter d = 1.0 s.u., is placed at the spiral core center (x0,y0).
In contrast to the phase-field methods used in [27,41,42], we
explicitly determine the boundary between the obstacle and the
medium as a group of points (P) (located outside but adjacent
to the obstacle) which forms a closed-loop boundary wrapping
around the unexcitable obstacle and has no-flux conditions. To
calculate the 2D diffusion terms [in Eq. (1)] at each point P,
one needs u and v at P and its eight neighboring points in
3 × 3 matrices. For those neighboring points located in the
obstacle, their u and v are copied from the opposite elements
in the matrices. The same method is applied for the gradient
terms [in Eq. (1)] with 1 × 3 matrices.

B. Simulation results

Our simulation system [Eq. (1)] supports rigidly rotating
spiral waves with intrinsic dynamics depending on the pa-
rameter ε−1. When ε−1 is increased, the excitability becomes
stronger, but both the wave period T and the spiral core diam-
eter dS of the free spiral waves decrease, as shown in Fig. 4.
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FIG. 4. Properties of free spiral waves in the Oregonator model:
(a) wave period and (b) diameter of spiral core at different excitability
(ε−1). t.u. and s.u. stand for time and system units, respectively.

The influence of the excitability on the release of pinned
spiral waves by an electrical field is depicted in Fig. 5.
For instance, Figs. 5(a)–5(f) demonstrates an unpinning of
a spiral wave from an unexcitable circular obstacle (diameter
d = 1.0 s.u.) in a simulation with ε−1 = 100. In this case, the
sufficiently strong electric field Eunpin is 0.335. For a short
interval in the beginning, the spiral wave is still attached to
the obstacle until its tip is located at the left of the obstacle
[Fig. 5(a)]. Then, the spiral tip is detached and moves away
from the obstacle for a short distance [Fig. 5(b)], before
it bounces back and touches the obstacle again [Fig. 5(c)].
Subsequently, the spiral wave is detached for the second time
[Fig. 5(d)] and gradually drifts away from the obstacle in the
course of time [Figs. 5(e) and 5(f)]. Such forced temporary
detachment as in Figs. 5(a)–5(c) is not observed in our
experiments. As discussed in our earlier report [28], the finest
step of the electrical current density (�J = 2 mA cm−2) might
be insufficiently small to allow it to occur.

Simulations of the release of a spiral wave at different ε−1

are summarized in Fig. 5(g). For a given obstacle, the necessary
electric field Eunpin increases monotonously with ε−1. This
means that it is more difficult to release a pinned spiral wave
in the Oregonator model at higher excitability (higher ε−1).
Figure 5(h) depicts a plot of Eunpin and the core diameter dS

of a free spiral wave. It is derived by matching Eunpin [from
Fig. 5(g)] and dS [from Fig. 4(b)] for each ε−1. To the right of
the graph, dS is reduced from larger to smaller size as compared
to the obstacle diameter (d = 1.0 s.u.). This graph shows that
Eunpin increases when dS decreases and qualitatively agrees
with that from the experiments in Fig. 2(d).

The termination of spiral waves at the boundary induced by
an electric field is shown in Fig. 6. To mimic the experiments,
an isolated spiral wave is initiated at the lower-right part of

FIG. 5. (Color online) Unpinning of a spiral wave in the Oreg-
onator model. Sequential images (a)–(f) illustrate an unpinning
phenomenon induced by the critical electric field Eunpin at t = 0.77,
1.32, 2.07, 3.40, 4.77, and 15.88 t.u., respectively. Red (gray) lines in
(b)–(f) indicate the trajectory of the spiral tip. See the text for detail.
(g) Eunpin vs the parameter ε−1. (h) Eunpin vs the core diameter dS of
a free spiral wave. The vertical dashed line at 1.0 s.u. indicates the
diameter d of the obstacle.

the system. Figure 6(a) demonstrates an example of a spiral
termination for e−1 = 100. The spiral tip is initially located
about 5 and 10 s.u. away from the right and bottom edges,
respectively. The spiral tip moves on a small circle since
there is no boundary effect on the tip. Under an electric
field E = 0.370, this spiral tip drifts along a tilted direction
towards the bottom before it moves almost antiparallel to the
field direction [see the red (gray) line]. Then the spiral tip is
forced to hit the bottom by a tiny stronger field Eterm = 0.375,
so that the spiral wave is terminated (see the black line).
Figure 3(b) summarizes the results from the simulations
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FIG. 6. (Color online) Termination of a free spiral wave in the
Oregonator model. (a) An applied electric field E induces a drift
of the spiral tip towards the bottom of the system [red (gray) line].
When the tip is located near the boundary, it drifts approximately
antiparallel to the direction of E. After E is increased to a critical value
(Eterm), the tip (location indicated by the vertical arrow) gradually
approaches and finally hits the boundary (black line). (b) Eterm

increases with parameter ε−1.

of spiral termination for different ε−1. The critical electric
field Eterm increases with ε−1. Therefore, the stronger the
excitability, the more difficult it becomes to terminate a spiral
wave at the boundary.

IV. DISCUSSION AND CONCLUSION

We have presented an investigation of the release of a
pinned spiral wave and the termination of a free spiral wave
at the system boundary by electrical forcing at different ex-
citabilities. The results from experiments using the BZ reaction
(Figs. 1–3) were qualitatively reproduced in simulations using
the Oregonator model (Figs. 4–6). The excitabilities of the BZ
reaction and the Oregonator model increase with [H2SO4] and
the parameter ε−1, respectively. While the excitability rises,
both the period and the core diameter of a free spiral wave
decrease (see Figs. 1 and 4).

For a given obstacle, the necessary value of electrical
forcing for releasing a pinned spiral wave grows with the ex-
citability [Figs. 2(c) and 5(g)]. These findings agree well with

earlier numerical simulations [21] and cardiac experiments
[22,23] which show that reducing excitability can facilitate the
unpinning of a spiral wave. In addition, the electrically forced
unpinning concerns both the size of the free spiral core and that
of the obstacle as follows. The required magnitude of electrical
forcing increases if the free spiral core becomes smaller
[Figs. 2(d) and 5(h)]. Our recent report [28] shows that
the electrical forcing increases with the obstacle diameter
while the spiral core diameter is fixed. Therefore, either an
enlargement of the free spiral core or a reduction of the obstacle
size results in the required strength of forcing to decrease.

The boundary effect on a spiral wave is comparable to
the interaction of a symmetrical counter-rotating spiral pair,
i.e., the single spiral wave interacts with its mirror while the
boundary is acting as the axis of symmetry of the spiral pair
[31]. Here, we qualitatively compare our results of the spiral
termination at boundary [Figs. 3(a) and 6(a)] to the dynamics
of a spiral pair under electrical forcing reported in [43,44].
In Figs. 3(a) and 6(a), an electrical forcing induces the spiral
tip (far from the boundary) to drift with an angle to the
applied field at the beginning. While the tip moves towards
the boundary, the drift direction gradually changes until
parallel to the boundary. We conjecture that the component
of the drift velocity perpendicular to the boundary decreases
until it vanishes due to the repulsion of the boundary. These
results are very similar to the forcing of a spiral pair in [43] in
which the tilted trajectories of both drifting spiral tips become
parallel to the axis of symmetry. For sufficient strong forcing,
the spiral tip approaches and hits the boundary at final state
in Figs. 3(a) and 6(a). We conjecture that the repulsion of the
boundary is overcome by the strong forcing or the tip moves
into “the attractive zone” of the boundary as in [29–32]. This
forced termination is comparable to the forced annihilation of
a spiral pair in [44]. Furthermore, our results also show that
the critical value of electrical forcing for terminating a free
spiral wave at the boundary also increases with the excitability
[Figs. 3(b) and 6(b)].

In summary, our findings in both parts of the spiral
unpinning and the spiral termination at boundary induced by
electrical forcing imply that weakening of the excitability
of the medium helps to eliminate spiral waves both with
and without obstacles. This contribution together with earlier
reports [21–23] demonstrates that the excitability plays an
important role in successfully eliminating spiral waves, in
general, for different methods of elimination as well as
different excitable media.
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