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Hidden scaling patterns and universality in written communication
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The temporal statistics exhibited by written correspondence appear to be media dependent, with features which
have so far proven difficult to characterize. We explain the origin of these difficulties by disentangling the role of
spontaneous activity from decision-based prioritizing processes in human dynamics, clocking all waiting times
through each agent’s “proper time” measured by activity. This unveils the same fundamental patterns in written
communication across all media (letters, email, sms), with response times displaying truncated power-law
behavior and average exponents near − 3

2 . When standard time is used, the response time probabilities are
theoretically predicted to exhibit a bimodal character, which is empirically borne out by our newly collected
years-long data on email. These perspectives on the temporal dynamics of human correspondence should aid in
the analysis of interaction phenomena in general, including resource management, optimal pricing and routing,
information sharing, and emergency handling.
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I. INTRODUCTION

Remarkable statistical regularities observed in human and
animal dynamics have attracted much attention in recent
years [1–14]. A particularly interesting and studied case is
given by written communication, which, whether on paper
(“letters”) or in electronic form (“email”), is a most fundamen-
tal human activity [10,15–23], sustaining and giving the tempo
to much of our civilization’s advance. In recent times short-text
messaging (“sms”) has also been added to the repertoire of
media through which humans intensely communicate with
each other in writing [24].

A main feature of interactive processes such as written
correspondence is that, regardless of medium, the behavior and
temporal dynamics of any agent A are characterized by two
distinct waiting times, i.e., response times (RTs) and interevent
times (IETs), schematically represented in Fig. 1; see also
the Supplemental Material (SM) for precise definitions [25].
We denote the probability distributions of RTs and IETs
respectively by PR(τ ) and PI (τ ), where τ = �t ∈ N+ is the
length of time intervals (with time t measured in days for
letters, and seconds for email and sms). A better understanding
of the mechanisms at the basis of written communication
thus entails the analysis of these waiting times within large-
scale interaction networks whose overall dynamics is largely
unknown. During the last decade these and related questions
have attracted the attention of a research community going
from mathematics to physics to sociology, whose studies,
grounded on a number of databases which collect basic
empirical information on communication events, have begun
to clarify some basic facts on the behavior of such networks
and the agents in it. In the SM we give details about the
communication datasets used for the present work (denoted
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DL1, DE1, etc.; see Table I), which include data previously
available on written correspondence (letters, email, sms), as
well as two new long-term email datasets collected for the
present study.

II. STATE OF THE ART ON TIME DISTRIBUTIONS
AND CONTROVERSY

The first notable observation derived from the analysis of
the empirical data is that events for all communication media
occur in a highly intermittent fashion, with time fluctuations
producing heavy-tailed distributions for both PI (τ ) and PR(τ ).
The characterization of these statistics has been strongly
debated, as they appear to depend on the medium (letters,
email, sms) and lack universal features [10,15,17–20,22–
24,26,27], although the investigation in Ref. [19] led to a form
of universality for the IETs in letters and emails. In spite of
earlier indications of scaling for the empirical distributions
PR(τ ) with two different exponents, −1 and − 3

2 , respectively
in email and letters [10,15,18,20,22,26], the scaling nature
and general features of PR(τ ) for email are still contrastingly
judged [27]. Different priority queueing models have also been
used to account for these controversial observations, producing
power-law behavior for PR(τ ) with theoretical exponents −1
or − 3

2 (see Refs. [10,15,28–30]), as well as exponents varying
in a range from −1 to under −2 (Refs. [15,31–40]).

III. RECLOCKING THE PROBABILITY DISTRIBUTIONS
THROUGH ACTIVITY

To shed light on these poorly understood aspects of
written communication, we disentangle from the overall time
dynamics of a given agent A the contributions due to A’s
spontaneous interevent pauses. To do this we introduce the
parameter s ∈ N+ which counts the number of A’s outgoing
communication events (a measure of A’s activity), so that
each increase by one unit for s corresponds to an IET for
A; see Fig. 1. The probability densities for both the RTs and
IETs, which characterize A’s behavior, can be computed in
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FIG. 1. (Color online) Two clocks for written correspondence. Representation of the communication activity along the axis of time t for an
agent A. Arrows pointing into the t axis mark incoming messages from the indicated agents B, C, etc., arrows pointing out of the t axis mark
response messages to the same agents. The intervals between such arrows define the interevent times (IETs) of agent A. The response times
(RTs) of A are defined as shown, either clocked through time t (all measured in seconds), or through the activity parameter s which counts
the number of outgoing messages from A (see also the Supplemental Material). The associated RT probability distributions are denoted by
PR(τ ) and P̄R(σ ) when clocked respectively through s or t (with τ = �t and σ = �s). The RT distributions in terms of t are nonuniversal,
as they depend on the communication medium and the agent; see the lower diagram for PR(τ ), showing the t-clocked RTs of representative
agents communicating through letters (red circles) and email (blue diamonds). In contrast, we find that the same RTs, when clocked through
activity s, give distributions as in the upper diagram for P̄R(σ ), which are almost superposable power laws following Eq. (4.1), with individual
exponents α on average near − 3

2 for all media (letters, email, sms).

terms of σ = �s in place of τ = �t . In analogy to similar
clocking alternatives arising for instance in special relativity,
the parameter s can be interpreted, up to a suitable scale factor,
as an agent’s “proper time”; the introduction of s bears also
a relation to the “events per active interval” considered for
different purposes in Ref. [19]. We denote by P̄R(σ ) and P̄I (σ )
the s-clocked probability distributions for the RTs and IETs
respectively, and notice that the s-clocked IET distribution
P̄I (σ ) is trivially the same for all agents and media, being
concentrated by definition at σ = 1. See Eq. (5.1) below and
the SM for details on the mathematical relation among the
probabilities PR(τ ), PI (τ ), and P̄R(σ ).

IV. POWER-LAW EMPIRICAL PROBABILITIES
AFTER RECLOCKING

Remarkably, we find that in all databases, across all media,
the RTs of active agents, when clocked through activity s, are
described by discrete exponentially truncated power laws of

the form

P̄R(σ ) ∼ σαe−σ/λ, (4.1)

where α is the scaling exponent, and λ is the cutoff pa-
rameter [41]. A number of empirical distributions P̄R(σ ) as
in Eq. (4.1), representative of the s-clocked RTs for each
written communication medium (letters, email, sms), are
shown in Fig. 2 (see the SM for more statistics). The individual
exponents in the empirical RT distributions in Eq. (4.1) have
average values close to − 3

2 for all three media, as detailed
in Table I (the thresholds σmin for the fitting are given in
Table II). The truncated scaling in Eq. (4.1) of P̄R(σ ) with
exponents averaging near − 3

2 can be clearly appreciated also in
the most active sms agents, despite their having comparatively
much scarcer statistics than in email or letters. For email, these
results on the scaling of P̄R(σ ) and its exponents are validated
in agents across all three independently collected databases.
For confirmation, we also sampled the long-term email data
through 3-, 6-, 12-, and 18-month windows within the total
two-year period of dataset DE1. The RT distributions in the
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TABLE I. On the left are indicated the databases analyzed in this
work for the three written-communication media (letters, email, sms);
see the SM for details. On the right are reported the corresponding
exponents α computed for the empirical RT probabilities P̄R(σ ) in
Eq. (4.1), clocked through activity s. Individual values of α are given
for databases DL1, DE2; the average ᾱ and standard deviation σ of the
distributions of individual exponents are indicated for the databases
DE1, DE3, DS1.

Medium Database Exponents

αCD = 1.493 ± 0.020
Letters DL1: agents CD, AE, SF αAE = 1.565 ± 0.013

αSF = 1.886 ± 0.028
α = 1.543

DE1: new two-year database
σ = 0.306

αAL = 1.539 ± 0.024
DE2: new very long term

Email αAP = 1.557 ± 0.011
database, agents AL, AP, FC

αFC = 1.478 ± 0.008

DE3: three-month database α = 1.562
from Ref. [18] σ = 0.366

DS1: one-month database α = 1.447
sms

from Ref. [24] σ = 0.444

three-month database DE3 resulted to be superposable with
those obtained from the three-month sampling of the long-term
databases DE1 and DE2; furthermore, the average individual
exponents obtained in this way were found to be near − 3

2 for
all window lengths, within and across the three email datasets
[see the SM, Figs. 6 and 7(b)].

Summarizing, while the waiting time distributions may
vary across agents and media when expressed in terms of
standard time t , all waiting times have quite the same medium-
independent form when computed through proper time s, with
a definite convergence of the exponents to average values
near − 3

2 in all media. This goes together with the (trivial)
universality of the s-clocked IET distributions P̄I (σ ), which
are all concentrated at σ = 1 as mentioned earlier. The intro-
duction of the activity clocking thus emphasizes an intrinsic
universal component underlying all written communication,
partly obfuscated by the interaction with the spontaneous

TABLE II. Numerical simulations vs empirical data: p values
obtained from KS tests for datasets DE1 (email, two years), DE2
(email, long term), DL1 (letters).

Database σmin p > 0.05 p > 0.01

DE1 10 76.6% 85.6%

Database σmin p

DE2
AL 2 0.62
AP 3 0.61
FC 3 0.55
DL1
CD 2 0.50
AE 20 0.67
SF 3 0.92

IETs, which are media- and agent-dependent. We discuss such
universality more in detail below.

V. BIMODAL EMPIRICAL PROBABILITIES CLOCKED
THROUGH TIME

In the light of the above results on the s-clocked distribu-
tions P̄R(σ ), we can now better analyze the empirical t-clocked
RT distributions PR(τ ) of written correspondence. For the
same agents as in Fig. 2, and for each medium (letters, email,
sms), the individual PR(τ ) are represented in Fig. 3, the insets
showing the associated IET distributions PI (τ ). We see from
Fig. 3 that the t-clocked RT distributions PR(τ ) do not scale,
and exhibit complex, media-dependent characteristics (more
statistics are reported in the SM).

This behavior of PR(τ ) can be understood by considering
that the t-clocked distribution PR(τ ) of any agent A can
be retrieved in a natural way by compounding the IET
probabilities PI (τ ), characterizing the spontaneous action of
A, back into the s-clocked RT power law P̄R(σ ) in Eq. (4.1),
i.e., by separating any two consecutive activities of A through
random time intervals sampled from the IET distribution
PI (τ ) of A (representative examples of IET distributions
in the different media are shown in the insets of Fig. 3).
Specifically, let N ∼ P̄R(σ ) and ρI (h) ∼ PI (τ ), h = 1,2, . . . ,
be independent random variables, with N giving the number of
activities between a message reception by A and the response
to it; then, the t-clocked RTs for A are described by the
compounding process

ρR =
N∑

h=1

ρI (h) with law

PR(τ ) =
∑
σ�1

Prob

(
σ∑

h=1

ρI (h) = τ

)
P̄R(σ ). (5.1)

We have checked through numerical simulations that the
above relation holds for the empirical distributions PR(τ ),
PI (τ ), P̄R(σ ). This agreement between the empirical data and
Eq. (5.1), in which the IETs are assumed to be independent
random variables, indicates implicitly that correlations in
the waiting times of human correspondence, if any, do
not significantly affect the compounding of probabilities in
Eq. (5.1). This also agrees with the results in Ref. [43]
indicating a lack of correlations within the IET statistics from
the email data in Ref. [18].

In the SM we show that the t-clocked RT distributions
PR(τ ) in Eq. (5.1) result to have a bimodal character when the
IET distribution PI (τ ) is heavy tailed and P̄R(σ ) is scaling as
in Eq. (4.1). This can be understood for instance by computing
the generating function [44] of the random variable ρR in
Eq. (5.1), defined as

GρR
(z) =

∑
τ�1

PR(ρR = τ )zτ , z ∈ [0,1], (5.2)

which encodes the law of ρR , as PR(ρR = τ ) = 1
τ !

dρGτR

dzτ (0).
For the present purposes, we can assume the simplified
forms for the distributions P̄R(σ ) ∼ σα , with α near − 3

2 , and
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C. Darwin

A. Einstein

S. Freud

FIG. 2. (Color online) Response times re-clocked through activity. Log-log plots of the response-time probability densities P̄R(σ ) clocked
through activity s, for three typical agents for each different written-communication medium (logarithmic binning [42]). Red circles indicate
empirical data; blue crosses represent our model predictions. (a) Letters: data from database DL1, on the correspondence of C. Darwin,
A. Einstein, and S. Freud; (b) email: data from typical agents in the long term databases DE1 and DE2 (the agent in DE2, with data spanning
seven years, is marked by an asterisk); (c) sms: data from typical agents in the database DS1 of Ref. [24]. The probability densities for all
media are very well fitted by the truncated power laws in Eq. (4.1) with individual exponents α as follows (going from top to bottom in each
column): 1.493, 1.565, 1.886 (letters); 1.519, 1.604, 1.539 (email); 1.491, 1.215, 1.097 (sms). See Table I for information on the exponents
in the various databases, and the SM for more statistics. The straight dashed lines in the top diagrams are drawn to guide the eye, with the
indicated exponents.

PI (τ ) ∼ τβexp(−τ/TI ) for some characteristic time TI . Then,
the analysis in Sec. 13 of the SM shows that, due to Eq. (5.1),
for large τ , PR(τ ) has power-law tails with the same exponent
near − 3

2 as P̄R(σ ), while, for small τ , PR(τ ) is affected by
the specific features of PI (τ ), i.e., it scales with exponent
−1 for small τ (see the SM, Fig. 5). The crossover in PR(τ )
occurs for τ of the order of the characteristic time TI ∼ 〈τ 2〉

〈τ 〉 of
the empirical IET distributions PI (τ ). In accordance to such
prediction, we see in Fig. 3 that the empirical t-clocked RT
probabilities about PR(τ ) do exhibit media-dependence with
a complex, bimodal behavior. The latter is particularly evident
in the PR(τ ) distributions derived from the new long-term data
on email, which span the largest number of decades in time,
from seconds to several years (databases DE1 and DE2). The
bimodality of PR(τ ) likely led to the controversial conclusions
earlier reported in the literature about the time statistics in
email communication, which our study now contributes to
clarify.

VI. MODELING AND UNIVERSAL MECHANISM

To establish a theoretical basis for the above observations
on the time patterns of written communication, we show
that both the empirically reported s- and t-clocked statistics
(Figs. 2 and 3) can be interpreted through priority queueing.
We build on previous work about such modeling for human
correspondence [10,15,20,28–32,45,46], and demonstrate that
we can obtain both the scaling distributions P̄R(σ ) in Eq. (4.1),
as well as the bimodal distributions PR(τ ) derived from
Eq. (5.1), once the individual IETs and the message arrival
times of each agent are suitably accounted for within a
universal prioritization framework.

Let A be an agent with given IET empirical distribution
PI (τ ) (see the examples in Fig. 3), and assume for A an initial
list of L tasks, whose priorities y are independently sampled
from the uniform distribution on [0,1] (consistent with the
hypothesis that A is embedded in a complex communication
network producing largely independent stimuli to A). At
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C. Darwin

A. Einstein

S. Freud

FIG. 3. (Color online) Response times clocked through standard time. Log-log plots of empirical response-time probability densities PR(τ )
clocked through standard time t (in days for letters, and seconds for email and sms), relative to the same typical agents as in Fig. 2, for all
media (logarithmic binning [42]). Red circles indicate empirical data; blue crosses represent computational predictions. See the SM for more
statistics. As predicted (see the SM), PR(τ ) is affected, for small τ , by the specific features of PI (τ ), while the tails of PR(τ ) for large τ follow
power laws with the same exponents α as the associated s-clocked distributions P̄R(σ ), shown in Fig. 2. The bimodality in these t-clocked RT
probabilities PR(τ ) is particularly evident in the RTs for email, in column (b). Also following predictions (see the SM), the crossover in PR(τ )
occurs for τ ∼ TI (green dashed vertical lines), where TI is the characteristic time of the empirical IET distributions PI (τ ) of each agent, shown
in the insets. Typical empirical values are TI ∼ 104–105 sec for email and sms, and TI ∼ 5–10 days for letters.

each time step, corresponding to a unit increment of A’s
activity s, the highest priority task in the list is executed
(a message replied), and m new tasks are added to the list,
each one with priority y sampled as above. The number m is
derived at each step by considering the empirical distribution
of incoming messages to A between any two consecutive
outgoing messages of A, the data typically giving m > 1.
The list dynamics in these prioritization process only depends
on the task ranking, and is not affected by the hypothesis of
a uniform distribution of y values [47]; it was analytically
proven that depending on the distribution of m values, the RT
distribution P̄R(σ ) produced in this way decays for s → ∞
as a power law with exponent at or near − 3

2 [29,31,32,45,46].
The numerical results for the s-clocked steady-state RT

distribution P̄R(σ ) for this model are shown in Fig. 2. For
all media (letters, email, sms) the simulations follow very
closely their empirically observed counterparts, tracing power
laws with the correct individual exponents, even when the

latter depart considerably from their average value near − 3
2 .

Systematic Kolmogorov-Smirnov (KS) tests for discrete distri-
butions [41,48–50] confirm the strong statistical agreement of
the simulated s-clocked RTs obtained from prioritization with
the corresponding empirical data for each agent, as reported
in Table II (see also the SM).

The model also accounts for the bimodality of the t-clocked
RT statistics of human correspondence, reported in Fig. 3. The
distribution PR(τ ) of each agent can again be derived from the
computed P̄R(σ ) as in Fig. 2, by separating, as in Eq. (5.1), the
activity events of A through random time intervals sampled
from the empirical IET distribution PI (τ ) pertaining to A.
The log-log plots of the distributions PR(τ ) so obtained are
shown in Fig. 3. We see that, apart from the shortest RTs (10–
20 sec) in the electronic media, the numerical predictions are in
very good agreement with the empirical results for all media.
This confirms that for active agents our approach consistently
reproduces very well the empirical data for both the s- and
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t-clocked RT distributions across all media in a wide range of
exponents averaging near − 3

2 . See also the SM, Figs. 1–4.

VII. CONCLUSIONS

Our findings highlight the interplay between individual
spontaneous activity (subsumed by the IET distributions) and
universal decision-based processes (subsumed by task priori-
tization) in the origin of the complex time patterns of written
communication. We determine the role of both these factors
in the generation of scaling s-clocked RT distributions P̄R(σ )
with exponents α near − 3

2 , as well as [through the compound-
ing in Eq. (5.1)] in producing bimodal t-clocked RT distribu-
tions PR(τ ), in very close accordance with empirical data for
all media. This gives a different perspective on the nature and
features of the temporal inhomogeneities in human dynamics
and their underlying mechanisms; in particular, our results ex-
plain why earlier views were inadequate regarding the media-
dependent power-law or log-norm character of the t-clocked
response functions for letters and email, as we bring these two
media within the same setting, with text messaging as well.

Interestingly, we see that the power-law behavior in
Eq. (4.1) does not arise when written communication occurs
mostly in pairs, as analyzed in Ref. [24], because in this case
the t-clocked RTs and IETs are strongly correlated, i.e., the
s-clocked RTs almost coincide with the s-clocked IETs, being
both concentrated near σ = 1. In contrast, human dynamics
with large fluctuations and scaling statistics arises from the
operation of complex interaction networks with rich-enough
topologies. Prioritization processes then give average values

near − 3
2 to the emerging exponents α, although the latter

bear the signature of each agent’s input from the network,
as the individual deviations of α from − 3

2 are shown by the
model to be affected by the specific arrival-time statistics.
To a lesser degree, the exponents may further be influenced
by other factors, such as social structure, interest, habit, as
discussed in Refs. [33–40,51]. While in our approach the IET
distributions PI (τ ) of agents are derived from the empirical
data, various avenues for a theoretical understanding of IETs
can be considered, along the lines of Refs. [9,10,17,47,52–54].
The explicit IET fit proposed in Ref. [17] could also be
used in Eq. (5.1) to obtain a fully numerical reproduction
of the empirical data. This complements our insight into
the dynamics of written correspondence as representing the
wider network of human interactions, driven by distributed
co-operative effects as well as deliberate vs spontaneous
individual processes. The proposed methods have wide appli-
cability and may help uncover and analyze hidden patterns also
in other contexts where the interaction of human or nonhuman
agents alike generates dynamic networks in which discrete
(possibly bursty) node activity creates intermittent collective
and co-ordinated behaviors.
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