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Nonequilibrium ensemble inequivalence and large deviations of the density in the A BC model
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We consider the one-dimensional driven ABC model under particle-conserving and particle-nonconserving
processes. Two limiting cases are studied: (a) The rates of the nonconserving processes are vanishingly slow
compared with the conserving processes in the thermodynamic limit and (b) the two rates are comparable. For
case (a) we provide a detailed analysis of the phase diagram and the large deviations function of the overall
density, G(r). The phase diagram of the nonconserving model, derived from G(r), is found to be different from
the conserving one. This difference, which stems from the nonconvexity of G(r), is analogous to ensemble
inequivalence found in equilibrium systems with long-range interactions. An outline of the analysis of case (a)
was given in an earlier letter. For case (b) we show that, unlike the conserving model, the nonconserving model
exhibits a moving density profile in the steady state with a velocity that remains finite in the thermodynamic limit.
Moreover, in contrast with case (a), the critical lines of the conserving and nonconserving models do not coincide.
These are new features which are present only when the rates of the conserving and nonconserving processes
are comparable. In addition, we analyze G(r) in case (b) using macroscopic fluctuations theory. Much of the
derivation presented in this paper is applicable to any driven-diffusive system coupled to an external particle bath

via a slow dynamics.
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I. INTRODUCTION

Systems that are driven out of equilibrium by an external
field, such as temperature gradient or electric field, exhibit

PACS number(s): 05.20.Gg, 05.50.4q, 05.70.Ln, 64.60.Cn

evolves by sequential updates whereby particles on randomly
chosen neighboring sites are exchanged with the following
rates:

in many cases long-range correlations in their steady states, AB — BA BC 2 CB. CA 2 AC 1)

even when their dynamics is strictly local. This has been
demonstrated in numerous studies both for specific models and
in more generic settings [1-7]. Studying generic steady-state
features that result from these long-range correlations would
be of great interest. A useful insight into this behavior may
be gained by comparing it to that of an equilibrium system,
where long-range correlations appear either in systems with
short-range interactions at criticality or in systems with explicit
long-range interactions. The latter type bears more similarity
to driven systems, as in both cases the long-range correlations
appear generically, i.e., also away from any phase transition
points.

Equilibrium systems with long-range interactions are those
where the two body potential decays at large distance, R, as
1/ R4t9 with —d < o < 0ind dimensions. One consequence
of this long-range decay is nonadditivity, whereby the energy
does not increase linearly with the system’s size. Nonaddi-
tivity may cause various ensembles of the same long-range
interacting system to exhibit different phase diagrams, as has
been shown in numerous studies [8—21]. This occurs, for
instance, when the microcanonical entropy is not a convex
function of the energy for a certain range of energies, leading
to negative specific heat in the microcanonical ensemble. This
is in contrast with the canonical ensemble, where the entropy is
inherently convex and the specific heat is non-negative. Similar
effects can be found when comparing the canonical and the
grand-canonical ensembles [22-24].

In a recent letter [25] we demonstrated that a phenomenon
similar to ensemble inequivalence exists in a specific driven
system, known as the A BC model [26,27]. The A BC model is
defined on a one-dimensional lattice of length L, where each
site is occupied by one particle of type A, B, or C. The model
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The ABC model is often studied in the limit of weak
asymmetry where the asymmetry in the rates scales with the
size of the system, L, as g = exp(—pB/L) [28]. With this
scaling the model undergoes a transition between a phase
where the particles are homogenously distributed in the system
and a phase where the three species phase separate into three
macroscopic domains [28]. The value of 8 where the transition
occurs is a function of the average densities of particles,
definedasr, = N, /L fora = A,B,C, where N, is the overall
number of particles of type o. A unique property of the
ABC model is that when the number of particles of the three
species are equal, Ny = Np = N, the model obeys detailed
balance with respect to an effective Hamiltonian with long-
range interactions. This special equilibrium point provides an
analytical framework for investigating the mechanism behind
long-range correlations in driven systems.

The ABC model has been generalized to include particle-
non-conserving process in [24,29]. In this generalized model
sites can also be occupied by inert vacancies, denoted by 0,
whose dynamics is defined as

1 1 1
A0=0A, BO=0B, CO0=0C.
1 1 1

2

In addition, triplets of particles can evaporate and condense
with the rates
e—3B1

ABC = 000,
P

3)

where p is a rate parameter and p plays the role of the
chemical potential. Studies of this model in the equal-densities
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regime revealed inequivalence between the phase diagram of a
conserving model, defined by rules (1)—(2), and that of a non-
conserving model, defined by rules (1)—(3). The two models
correspond to the canonical and grand-canonical ensembles
of the ABC Hamiltonian, respectively. The generalized ABC
model has then been analyzed for nonequal densities, where
an effective Hamiltonian cannot be defined [25] and was
demonstrated to exhibit a similar inequivalence between the
conserving and nonconserving phase diagrams.

In this paper we generalize the analysis of [25] and
present a detailed study of the ABC model with particles
nonconserving processes. In the first part of the paper we study
the nonconserving ABC model in the limit where the ratio
between the time scale of the nonconserving dynamics, given
by 1/p, and that of the conserving dynamics, given by 7 ~
L2, vanishes in the thermodynamic limit. We thus consider
p ~ L7V with y > 2. In this limit, we are able to compute
the large deviations function (rate function) of the overall
density of particles, G(r) with r = (N4 + Ng + N¢)/L, and
derive from it the exact phase diagram of the nonconserving
model. This is done by analyzing the dynamics of r, which can
be effectively represented as a one-dimensional random walk
in a potential. The form of the potential is derived from the
coarse-grained density profile of the ABC model, computed
in [30]. The nonconserving phase diagram for nonequal
densities, derived from G(r), is similar to that obtained for
equal densities, excluding several features discussed below.
As in the equal-densities case and similarly to equilibrium
systems with long-range interactions, the conserving and
the nonconserving models undergo the same second order
transition and become inequivalent when the transition in
the nonconserving model turns into first order. This suggests
that a phenomenon similar to ensemble inequivalence, which
characterizes many long-range interacting systems, may be
found in other driven-diffusive systems that exhibit long-range
correlations.

In the second part of the paper we study the nonconserving
ABC model in the limit where the rates of the conserving
and nonconserving dynamics are comparable, namely for
p=¢@¢L™> with ¢ being an arbitrary parameter. In this
case the conserving and the nonconserving models exhibit
different critical lines and steady-state density profiles. Such
inequivalence is expected to be found only in nonequilibrium
systems. Interestingly, the density profile of the nonconserving
model is found to exhibit a drift velocity in its ordered phase.
The velocity remains finite even in the thermodynamic limit
and can be computed exactly along the critical line. This is
in contrast with the conserving A BC model, where for r = 1
the drift velocity has been shown to vanish as 1/L [31] and
has been excluded in the thermodynamic limit [32]. This can
be shown to be valid also for the conserving model with
r < 1 using the mapping between the » = 1 and r < 1 cases,
discussed below.

The probability of a rare number of particles in the
nonconserving model, P(r) ~ ¢“9"), can be studied for p =
¢ L2 using the macroscopic fluctuation theory [33-38]. By
analyzing the instanton path leading to a rare value of r, we
derive an expansion of G(r) in powers of ¢ for ¢ < 1. The
lowest order in this expansion is identical to the expression
obtained for p ~ L™ and y > 2. This fact serves as a
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proof that y > 2 is indeed the limit where the conserving
and nonconserving time scales are well separated. In the
homogenous phase the corrections to G(r) vanish for all ¢,
yielding the same expression for y > 2 and y = 2. This
conclusion is expected to remain valid for a large class of
driven-diffusive systems that exhibit a homogenous phase.

This paper is organized as follows. We first provide a brief
review of the ABC model and previous studies of the equal-
densities regime in Sec. II. We study the phase diagram of the
nonconserving A BC model for nonequal densities and in the
limit of very slow nonconserving dynamics (y > 2)in Sec. III.
In Sec. IV we study the model in the limit where the conserving
and the nonconserving dynamics occur on comparable time
scales (y = 2). Concluding remarks and outlook are given in
Sec. V.

II. THE ABC MODEL WITH EQUAL DENSITIES

The standard A BC model is defined by the dynamical rules
in Eq. (1). For ¢ = 1, this dynamics yields a homogeneous
steady state, in which the particles are distributed uniformly on
the lattice. On the other hand, for g # 1 the model relaxes in the
L — oo limit to a state where the particles phase separate into
three domains. The domains are arranged clockwise forg < 1,
ie.,, AA,...,ABB,...,BCC,...,C, and counterclockwise
for g > 1. Throughout this paper we assume g < 1. The case
of ¢ > 1 is obtained by considering a system with a driving
field ¢’ = 1/¢q < 1 and exchanging, say, the B and C labels.

As aresult of the dynamical asymmetry, the model exhibits
in general nonvanishing steady-state currents of particles. The
current of particles of a given species is proportional to the rate
at which the particles of this species perform a full clockwise
trip minus the rate of the counterclockwise trip, yielding

Jy ~ qNa+| _ qNam, 4)

where « runs cyclically over A, B, C and N, denotes the overall
number of particles of species «. In the equal-densities case,
where Ny = Ng = N¢ = L/3, the currents vanish and the
dynamics can be shown to obey detailed balance with respect
to an effective long-range Hamiltonian given by

L L-1
HE) =Y 7 AiBiu+ BiCix+ Cidig) . (5)
i=1 k=1

Here ¢ = {;“,-}iL=1 denotes a microstate of the system such that
Li=A, B,or C, and

1 =X

Xi= {0 G # X

The steady-state probability measure is given in terms of the
Hamiltonian by P(¢) oc g% [26].

The Hamiltonian in Eq. (5) can also be written in a more
instructive form as

for X = A,B,C. (©6)

L-1i-1

1
HE) =5 3 ) JAiBe = Co) + Bi(Ci — Ay

i=1 k=1
+ Ci(Ax — Bi)l, (7N

where every particle appears to be positioned in a potential well
created by the particles of the two other species, as illustrated
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.FIG. 1. Effective potential exerted on the A particles, V4, =

;(;]1 By — Cy, and on the B particles, Vp; = ZL;'] C; — Ay, drawn
for a specific configuration of a system of size L =15. The
configuration itself is written above the two figures.

in Fig. 1 for a specific configuration. The factor 1/2 corrects for
the double counting of the interactions. Clearly, this potential
picture breaks down for nonequal densities, where the system
relaxes to a nonequilibrium steady state.

We consider in this paper the limit of weak asymmetry,
where ¢ — linthe L — oo limitas g = exp (—p/L), with
being a positive parameter [28]. As a result of this scaling, the
energy and the entropy of the system become comparable in
size in the thermodynamic limit. The parameter 8 which sets
the ratio between the energy and the entropy can be regarded as
the inverse temperature of the system. This rescaling is similar
to the Kac’s prescription often employed in systems with
long-range interactions [39]. For equal densities, the model
exhibits in the L — oo limit a second order phase transition at
B = B. = 2m+/3 between ahomogeneous state, where entropy
dominates, and an ordered state which is dominated by the
energy term [28].

Ensemble inequivalence can be studied in the ABC
model by comparing its canonical and grand-canonical phase
diagrams. To this end we consider a generalization of the
original model where sites may also be vacant [24]. In this
case, particles can hop into and out of vacant sites, denoted
by 0, with symmetric rates given by Eq. (2). The number of
vacancies is No = L — N, where N = Ny + Ng + N¢c < L.
We refer to this model, which consists of rules (1) and (2), as
the conserving ABC model.

The steady-state properties of the conserving model can
be derived by mapping it onto the standard ABC model in
which N = L. This is a many-to-one mapping which consists
of removing the vacancies in a microconfiguration, ¢, of the
generalized model of length L, yielding a configuration of
length N, denoted by f(¢). Using the fact that the vacancies
evolve by a simple diffusion (2) and are thus homogenously
distributed in the steady state, it can easily be shown that the
steady-state measure of the generalized model is given by

L
PL(I;;N):PN(f(C);N)/(N), ®)

where Pp(¢; N) denotes the steady-state measure of the
ABC model of size L and with N particles. For equal-
densities the latter is given in the standard ABC model (L =
N) by Py(Z;N) o g"®. By defining an effective inverse
temperature B’ as g = exp(8/L) = exp(Br/N) = exp(B’/N),
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where r = N /L, we conclude that the N-size system has an
effective inverse temperature 8 = Br. Similarly, the average
densities of the N-size system are ), = ro/r fora = A,B,C.
Using this mapping the critical point of the equal-densities
standard ABC model [28], B. = 2m+/3, is mapped onto a
critical line in the equal-densities conserving model, given by

Be = 27\/3/r. )

The nonconserving ABC model is defined by allowing for
evaporation and deposition of particles, performed in triplets
of neighboring particles according to Eq. (3). For Ny = Ng =
N¢, this specific type of nonconserving process can be shown
to maintain detailed balance with respect to the Hamiltonian

Hee (§) =H () —uNL, (10)

where H (¢) is defined in Eq. (7) [40]. This allows one to study
the nonconserving model using equilibrium techniques. It has
been shown in [24] that for equal densities the nonconserving
model also exhibits a second order transition line at 8. =
27+/3/r for r > rrcp, where rpep = 1/3 is the tricritical
point. Below this point, for r < rrep, the nonconserving
model exhibits a first order transition, whereas the transition
in the conserving model remains second order. The resulting
phase diagrams of the conserving and nonconserving models,
which have been derived for equal densities in [29], are plotted
in Fig. 2. The generalization of this phase diagram to arbitrary
densities, where one cannot use the Hamiltonian in Eq. (5), is
discussed in the next section.

In order to compare the two ensembles, the canonical phase
diagram is plotted in Fig. 2 as a function of the chemical
potential, which is defined as

w(r) =dF(r)/dr, (1)

where F(r) is the free energy of the conserving A BC model.
For equal densities, the latter has been computed in [29] in the
L > 1 limit based on a continuum description of the model as

1
F(r) = E[p"(x,r)] = ES[,O*(XJ)].

Here p*(x,r) = [p}(x,7), p5(x.r), pg(x,r)] is the steady-state
profile of the conserving model with particle density r,
whose form is discussed in Sec. IIIB. The functionals S
and E correspond to the entropy and the energy per particle
for a given density profile, respectively. The former is
derived from combinatorial considerations, yielding S[p] =
— 3 [ dxpa(x)In pa(x) — [ dxpo(x)In py(x), and the lat-
ter is derived from the Hamiltonian in Eq. (7), yielding E[p] =

S Jdx [ dypa()[pas1(y) — Pas2(3)]. Here and below
o runs cyclically over A, B,and C and pp(x) =1 — ", po(x).

III. ABC MODEL WITH NONEQUAL DENSITIES AND
VANISHINGLY SLOW NONCONSERVING DYNAMICS
(p~L7,y >2)

In this section we study the steady-state properties of the
ABC model for arbitrary densities both under conserving
dynamics and nonconserving dynamics whose rate, p, is
vanishingly slower than the diffusive dynamics for L — oco.

For arbitrary densities, in the absence of a Hamiltonian
which describes the steady-state measure of the model, the
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FIG. 2. Phase diagram of the conserving (a) and nonconserving
(b) ABC models with equal densities, Ny = Np = N¢, plotted in
the (u,1/8) plane. The two diagrams show the same second order
transition line (thin solid line). In the nonconserving model the
transition line turns into a first order (thick solid line) at a tricritical
point (x). The boundaries of the coexistence region, where both the
homogenous and the ordered profiles are locally stable, are denoted
in the nonconserving model by dashed lines.

analysis of the model is based on a continuum description
which is valid, in general, for diffusive systems such as the
weakly asymmetric ABC model. In the continuum limit the
probability of a microconfiguration £ (¢) is approximated by a
smooth density profile defined as

Pr{¢;(t) = a] > py(i/L,t/L%) (12)

for « = A, B,C. The evolution of the coarse-grained density
profile, p,(x,t), is given in the conserving model by the
following hydrodynamic equation [28]:

o = B [po (Put1 — Pat2)] + 37 Pa- (13)

The density profile is periodic, pu(x 4+ 1,7) = py(x,7), and
due to exclusion it obeys po(x,7)=1—>", po(x,7) < L.
Equation (13) has been shown to be exact in the L — oo limit
for equal densities and r = 1 [28,41] and has been argued to
remain valid even for arbitrary average densities [32,41]. The
mapping discussed in Sec. Il between the r = 1 and the r < 1
cases implies that the steady-state properties resulting from
the study of Eq. (13) for = 1 can be mapped onto the r < 1
case.
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Within the hydrodynamic framework, the addition of the
nonconserving dynamics in (3) yields

o = Bdx [Pu (Pas1 — Pat2)] + 35 pa (14)
+ L*p (p3 — e " papppc) .

where the L? factor of the nonconserving term is due to the
rescaling of time, T = t/L?, and of space, x = i /L. Using the
same reasoning discussed in [32] for the derivation of Eq. (13),
the local-equilibrium approximation can be shown to be valid
when the rate of the nonconserving dynamics is vanishingly
slower than the diffusive dynamics, i.e.,forp ~ L™ and y >
2. This implies that Eq. (14) is valid for y > 2. In Sec. IV B,
Eq. (14) is shown to be valid also for y = 2, by demonstrating
that it corresponds to the extremum of the large deviation
function of p(x,7).

In the following sections we analyze the phase diagram
of the nonconserving model for y > 2, first in Sec. IIl A by
expanding Eq. (14) around its homogenous solution and then
in Sec. III B by computing G(r) from the steady-state solution
of Eq. (13).

A. Critical expansion of the A BC model
1. Conserving dynamics

We consider first the conserving ABC model, described
by Eq. (13). In order to find the critical point of the model
one can expand its density profile around the homogenous
solution p,(x) = r,. Following the approach presented in [42]
for the equal-densities case, we expand the profile in terms of
Fourier modes in x space and in terms of the eigenvectors of
the matrix 7, o = 844100 — Su+2.«- in the species space. The
density profile can thus be written as

LA o0 1
2mwimx am(T) —2mi/3
pe | = e — e (15)
oc m;oo «/§ e2mil3
at, @ [ ] bu(@) [}
—m Qi3 | 4 Im
V3 o273 3 1

There are several points to note about this expansion. Integrat-
ing Eq. (15) over x yields

- | cosf

A b 2

rg | = ?0 1 + %ﬁlol COS( - 2?7[) , (16)
rc ! cos (6 + 27”)

where 6 = arg(ap). Summing Eq. (16) overa = A, B,C yields
by =ra + rg + rc = r, which implies that b, represents the
average density. On the other hand, ay sets the deviation of
ra,rp and r¢ from the equal-densities point. Similarly for
m # 0, the values of b,, set the profile of the vacancies while
a,, set the local deviation from equal densities. One reason to
choose the eigenvectors of 7 is because they decompose the
deviations from equal densities in a symmetric way that does
not prefer any specific species.
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Inserting the above expansion (15) into Eq. (13) we find
that the evolution of a, and b,, is decoupled and given
by

> o0
0cay = _% |:(67Tm - ‘/gﬁr)am'i'?’/g mz a:m—m/az:ﬂ:| >

=—00

a7)

8;by = —47*m%b,,. (18)

The latter equation reflects the fact that the inert vacancies
perform an unbiased diffusion and hence their steady-state
profile is flat, po(x,00) = 1 — r, or equivalently b,,(c0) =0
form # 0.

In order to find the critical line one has to consider small
perturbations around the homogenous profile by taking a,, <
1. For nonequal densities, where ag # 0, the nonlinear term
in Eq. (17) contributes to the lowest order equation of a,,. To
lowest order in a,, one finds a linear dependence between a,,
and a*,, given by

(it ) = =55 () ot
where
_ (6’”” —V3pr 0ha ) (19)
—6Bay 6rm + /3Br

=
The critical point of the model is obtained when the highest
of the eigenvalues of —273’" A,, vanishes and as a result the
amplitude of the corresponding eigenvector becomes unstable.

Out of all the eigenvalues of —Z”T’”Am, given by

2
e = —%[@m FBV302 - RlaP)l.  (20)

(€]
+

and it vanishes at

271«/§
V2= 12lap

Equation (21) can be written in terms of r,, by taking the square
of Eq. (16), yielding

the highest one is €

B=p= 2n

1
a0l =5 Y Ca—r/3)" (22)

a=A,B,C

As expected, the critical line in Eq. (21) coincides with the
result for » = 1 obtained in [28].

For 8 = B.(1 + &) with § < 1, the existence of an ordered
profile whose amplitude vanishes with § corresponds to a
continuous transition at 8 = .. To leading order in §, only
the eigenvector corresponding to eﬂr]) is excited and the other
Fourier modes are driven by it through the nonlinear terms in
Eq. (17). Denoting the amplitude of this eigenvector by ¢, one
can expand Eq. (17) in powers of ¢, yielding

0.0 = 4289 + G(r.a0)elel* + Gi(r.ag)glel* + O(¢"),
(23)

where the superscript ¢ refers to the conserving dynamics.
In Appendix A, the form of G{(r,ap) is obtained explicitly

PHYSICAL REVIEW E 90, 012107 (2014)

for i = 4 and studied numerically for i = 6. The case where
G4(r,ap) > 0 yields an ordered profile whose amplitude
vanishes as §'/2, whereas for G4(r,ap) < 0 the steady-state
profile has a finite amplitude. One can thus identify the
point where G§(r,ap) = 0 and B = B. as the tricritical point
of the model, below which, for Gj(r,ap) < 0, the critical
line is preempted by a first order transition. The condition
of B =P, and G4(r,ap) <0 is shown in Appendix A to
correspond to

Z(ri + rg + ré) > (rg+rp+ rc)(ri + r% + ré) 24)

This condition coincides with that obtained for r =1
in [28].

The critical line in Eq. (21) and the above tricritical point,
where 8 = 8. and G4(r,ap) = 0, are plotted for a specific value
of ag in Fig. 3(a). For comparison with the nonconserving
model the conserving phase diagram is plotted as a function of
the parameter . This parameter is obtained by inverting the
relation between r and u in the nonconserving model, which
is computed in the next section. In order to draw the first
order transition line in the conserving model, one has to know
the large deviations function of the density profile, which has
been derived only in the limit of ag < 1 [28] or 8 > 1 [43].
Without the probability of each stationary profile, one cannot
distinguish between stable and metastable states, as necessary
for locating first order transition points. However, using the
steady-state density profile of the conserving model, discussed
in Sec. III B, one can draw the stability limits around the first
order transition line, denoted by dashed lines in Fig. 3(a).

2. Slow nonconserving dynamics

A similar critical expansion can be carried out in the
nonconserving model. The main difference between the two
expansions is the additional term in the equation of b,, due
to the nonconserving dynamics. In the limit of p ~ L™ and
y > 2 this additional term is negligible with respect to the
diffusive term in Eq. (18) for m = 0. This implies that the
profile of the vacancies remains flat. The nonconserving term
is of leading order only for by, whose equation can be obtained
by summing Eq. (14) over « = A,B,C and integrating the
result over x, yielding

1
0:bg = 3PL2/ dx (o — e " papspc)
0

b b
= 3pL2 !(1 _ b0)3 _ 8—3/314 [ﬁ — ?O Zamla,*,”
m

+ % > (@O, —my + C-C-)” . (29

my,ny

In the expansion of by around its average value it is useful
to consider fluctuations in the overall density, defined as §r =
by — r. In the nonconserving model, r denotes the overall
density in the homogenous phase, obtained by setting a,, = 0
for m # 0 in Eq. (25), which yields

o3P0 _ 27(1 —r)?

(2 =9lag?)’ 20
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FIG. 3. Phase diagram of the conserving (a) and nonconserv-
ing (b) ABC models for in two-equal-densities case, r4 =rp =
r/3 —0.01 and rc = r/3 + 0.02, or, equivalently, ay = 0.01+/3¢"/3,
plotted in the (u,1/8) plane. The two diagrams show the same
second order transition line (thin solid line). In the conserving model
the transition line turns at the tricritical point (e) into a first order
transition line, which cannot be computed without knowing the full
large deviations function of the ABC model. In the nonconserving
model the transition line turns into first order (thick solid line) at
a critical end point (M), which appears at a higher value of 1/8
than the tricritical point (x). Both diagrams are supplemented by an
illustration of the region where the first and second order transition
lines meet. The boundaries of the coexistence regions, where both the
homogenous and the ordered profiles are locally stable, are denoted
by dashed lines.

The fluctuations in by modify the evolution of a,,, which is
given by

2
0:a,, = —% |:(671m — «/gﬂr)am — ﬁﬁSram

+38 > a*mm,a,*n,:|. 27)

m'=—o00

By inserting the definition by = r 4 §r into Eq. (25) and
expanding it in leading order in §r, one obtains that slightly
below the critical line 87 ~ |a,,|?. This implies that 87 does
not affect the linear stability of a,, in Eq. (27), leading to a
nonconserving critical line that is identical to the conserving
line in Eq. (21). The effect of §r appears only in higher order
critical points. As in the conserving model, equation Eq. (27)
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is expanded in Appendix A in powers of the amplitude of the
first excited eigenvector, ¢, yielding

dp =480 + G (r,a0)plel* + G (ran)plel* + O(@).
(28)

In this expansion we find that G}°(r,a) # G4(r,ap), leading
to a different tricritical points in the conserving and noncon-
serving models.

In Appendix A we also study numerically G¢(r,ao) and
G¢(r,ap). In general, if this coefficient is positive at the point
where 8 = B. and G4 = 0, the model exhibits a tricritical
point connecting the second order and first order transition
lines. This is the case in the conserving model, plotted in
Fig. 3(a), and in the nonconserving model only for relatively
high values of |ay|. Figure 3(b) shows the opposite case, where
G¢¢ < 0, which occurs in the nonconserving model for |ag| #
0 but relatively small. In this case the point where 8 = B, and

4° = O[TCPin Fig. 3(b)] is preempted by a critical end point
[CEP in Fig. 3(b)], which connects the second and the first
order transition lines. The first order transition line continues
into the ordered phase, where it signifies a transition between
a low density and high density ordered phases. The first order
transition line in this figure is derived in the next section.
Remarkably, in the equal-densities case the second and first
order transition lines are connected by a fourth order critical
point where 8 = B, G} = G¢° =0, and Gg° > 0 [29]. It is
not yet clear whether this high order criticality is merely a
coincidence or a result of an unidentified symmetry of the
model.

B. Nonperturbative study of the nonconserving phase diagram

In this section we derive the first order transition line of
the A BC model with slow nonconserving dynamics, shown in
Fig. 3(b). The derivation is based on the exact expression for
the steady-state density profile of the conserving A BC model,
p*(x,B,r,a0), which has been computed for ay = 0,7 =1 in
[41], for ap # 0,r = 1 in [30], and for ag # 0,0 <r < 1 in
[25]. We first discuss the derivation of p* and then use it to
compute the large deviations function of r.

In general, the derivation of p* is done by setting 9,0, = 0
in Eq. (13) (moving steady-state profiles has been excluded in
[32]) and integrating over x, yielding

er = _,3 [pa (paJrl - pa+2)] - 8xpa~ (29)

Here J = (J4,Jp,Jc) are the steady-state currents of particles,
which obey J4 + Jp + Jc = 0 due to the local particle con-
servation. Through several additional algebraic manipulations,
described in [30] for r = 1, the above equation can be reduced
to a single ordinary differential equation, which corresponds
to the motion of a particle in a quartic potential with x playing
the role of time. The stationary trajectories of the particle can
be written in terms of elliptic functions [30]. The stationary
density profiles of Eq. (13) for » = 1, can then be computed
from these trajectories. Using the mapping discussed in the
paragraph below Eq. (9) the profile for arbitrary r can be
written as

p*(x3/31r’a0):rp*(xvﬂrvl’a()/r)~ (30)
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FIG. 4. The m =1 ordered density profile obtained from the
solution of Eq. (29) forry, = rp = 7/30and r¢ = 16/30and 8 = 25.

For brevity, we omit from here on the dependence of p* on
B and ag and denote the steady-state profile in Eq. (30) by
p*(x,r).

According to the analysis presented in [30], one finds that
for low values of B the particle has only a constant trajectory
in time which corresponds to a homogenous profile. Whenever
B is increased above mf,. for m = 1,2, ..., with B, defined
in Eq. (21), the equation exhibits an additional stationary
trajectory with m oscillations in the period 0 < x < 1. An
example of the corresponding profile with m = 1 is plotted in
Fig. 4. In the equal-density case, the m = 1 can be shown to
exhibit a lower free energy than all the m > 1 solutions [41].
It is therefore the only stable ordered profile observed in the
thermodynamic limit. This is assumed to remain true also for
arbitrary densities based on numerical evidence from Monte
Carlo simulations. The function p*(x,r) therefore denotes here
and below the homogenous profile for 8 < B, and the m = 1
ordered profile for 8 > ..

We now derive the large deviations function of r using
p*(x,r) in the limit of very slow nonconserving dynam-
ics, p~L77 and y > 2. In this limit the nonconserving
term in Eq. (14) is negligible in comparison to the drift
and diffusion terms. Summing Eq. (14) over « = A,B,C
yields

1
O,r = 3L2p/ (o3 — e P papgoc) . 3D
0

where r(t) =), fol dxpy(x,7). This implies that » evolves
on a time scale of order 1/p (recall that T =t/L?%). The
probability to observe a rare value of r can be derived by
noting that on a time scale of 1/p the density profile is given
by

p(x,7) = p*(x,r(1)) + O(pL?). (32)

This is correct even for r(t), which is far from the steady-state
value. Thus, as long as pL? <« 1, one would expect the
density profile to be given by the steady-state profile of the
conserving system with overall density r(t). As a result,
the dynamics of the system can be described on this time
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scale as a one-dimensional master equation given by
! 0, P(r,t) “\r+ 3 Plr+ 3 t
— rty=w (r+ — r+—,
p L L
3 3
tlr—=)Plr— =t
+w (r L) (r I
— P(r,n)[w™(r) + w(r)]. (33)
Here P(r,t) is probability distribution of r, and w~,w™ denote
the average rates of evaporation and deposition, respectively.

The evaporation rate is defined using the conserving
probability measure, Py (¢ ; N), as

L
1
w(r) = I e b Z P (¢ ;Lr)ZAiBi+1Ci+2
¢

i=1

L
(34)

—-3Bun ! * * * 1
= ¢€ dpr('xvr)pB(xar)pC('xvr)+0 ’
0

where the first index of ¢; , runs cyclically overi € [1,L]. The
fact that the leading order contribution to the local correlation
function, A; B;+1C;+2, s given by the corresponding product of
the coarse-grained density profiles is a characteristic property
of diffusive systems. It is shown explicitly for the equal-
densities ABC model in [28,41] and argued to be true also
for arbitrary average densities in [32,41]. The deposition rate
is computed in a similar way, yielding

1
wh(r) = / dx [,05 (x,r)]3 + 0 (%)
0

=(1-r’+0 (l) ) (35)
L

Here we used the fact that the inert vacancies have a flat

steady-state profile, pj (x,7r) =1 —7.

Equation (33) corresponds to a one-dimensional random
walk in r in the presence of a local potential which scales
linearly with L. This implies that its steady-state solution obeys
a large deviations principle of the form

P(r) = €97, (36)

where G is the corresponding large deviations function.
Inserting this form into Eq. (33) and expanding to first order
in L yields

(@90 — Dwt(r) + (@97 - Hw () =0. (37

This solution to the above equation is given by
1 r
g(r) = —3 f dr'Infw™(r')/w* ("], (38)
ro

where ry is chosen arbitrarily to be the minimal possible
particle density, ro = r — 3 min, (r,). The large deviations
function, G(r), which is, in fact, proportional to the potential
felt by the random walker, is plotted in Fig. 5 for a typical
point in parameter space.
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FIG. 5. The large deviations function of the overall density, r,
for B =40, ry =rp =r/3 —0.025, and pu = —0.0515. For this
choice of parameters G(r) has two local minima, corresponding to a
disordered and an ordered phase. The dashed line denotes the critical
value of r, given in Eq. (21).

The large deviations function can be written in a more
physically meaningful way as

G(r) = Bur — ﬂf dr'u(r'), (39)

where u(r) is defined as

1 1
(r) = —{ In [ / dxp;(x,r)pg(x,r),oé(&l’)}
3B 0

—3In(1 —r)}. (40)

In [25], it is shown how the function . (r) can be interpreted as
the chemical potential of the conserving model, by measuring
it using a generalization of Creutz’s algorithm [44]. The
measurement is done using a demon which takes triplets of
ABC particles from the system and condenses them back
onto 000 triplets. The two processes are performed randomly
and slowly with rate p where p ~ L™ and y > 2. This
algorithm results in a microscopic number of particles in the
demon, which therefore does not alter the properties of the
conserving system. The chemical potential is obtained from
the distribution the number of particles in the demon, N,
which is given by P(Ny) oc e #"Ni where r is the density of
particles in the conserving system [45]. Unlike the equilibrium
chemical potential, w(r) is dynamics dependent. Its form
depends on the fact that the demon is chosen to exchange
only triplets of ABC particles with the system. In [25],
it is demonstrated how u(r) takes a different form when
considering an alternative process that couples the demon to
the system. This interpretation of w(r) allows one to compare
the phase diagrams of the conserving and nonconserving
models on the same axes, as shown in Fig. 3.

The phase diagram of the conserving and nonconserving
models can be studied by analyzing the behavior of u(r) for
various values of 8 and ao. Since u(r) = — ! %g(r) + u this
analysis is equivalent to analyzing the properties of the large
deviations of r, G(r). For high values 1/8 (which for equal
densities corresponds to the temperature), 1 (r) is monotonous
but displays a discontinuity in its first derivative, corresponding
to a second order transition point, as shown in Fig. 6(a).
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FIG. 6. Chemical potential calculated in the conserving model for
the case of r4 = rg = r/3 — 0.01. Panels (a),(b),(c),(d) correspond to
B = 25,33.15,40,250, respectively. The critical point is denoted by
o. First order transition points, computed via Maxwell’s construction,
are denoted in (b) and (c) by dashed lines. The vertical scale in (b) is
chosen to be extremely small in order to display to the variations in
u(r) around the first order transition point between the two ordered
phases.

Below the nonconserving tricritical temperature, derived in the
previous section, one finds a region of » where w(r) can take
three different values, as shown in Fig. 6(c). The intermediate
density solution has negative compressibility and it is thus
stable only in the conserving model. The nonconserving model
exhibits a first order transition between the homogeneous (right
most) and ordered (left most) solutions, which can be located
using Maxwell’s construction (dashed line). As discussed in
the previous section, in the nonconserving model and in the
case where |ay| is relatively small [presented in Fig. 3(b)], the
second order transition line turns into a first order transition
line at a critical end point (CEP). For temperatures slightly
higher than the CEP, shown in the inset of Fig. 3(b), there
is a second order transition between the disordered and the
order phases as well as a first order transition between two
ordered phases. The nature of this first order transition line
can be understood from Fig. 6(b), which displays a first order
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transition between a low density ordered phase and a high
density ordered phase. The corresponding transition point can
also be located using Maxwell’s construction (dashed line).
At very low temperatures, below the conserving tricritical
point (24), w(r) exhibits a jump at the critical point, as shown
Fig. 3(d). This discontinuity is an indication of a first order
transition, analyzed in [30], between a homogenous profile
and an ordered profile with a finite amplitude. The values of
on the two sides of the discontinuity define two stability limits
that are denoted by the dashed lines in Fig. 3(a).

It is interesting to understand whether the inequivalence
of the conserving and nonconserving phase diagrams can be
regarded as ensemble inequivalence. To this end it is useful to
write explicitly the approximation of nonconserving steady-
state measure for y > 2, given by

Py~ Y e NP PL(g; N, (41)
N

where P;(¢; N) is the conserving steady state. The above
equation implies that the P.(¢) is a statistical ensemble
of Pr(¢;N). Similar to u(r), this statistical ensemble is
not uniquely defined and depends on the choice of the
nonconserving processes. This is in contrast to equilibrium
systems, where G(r) is uniquely defined by the Hamiltonian
and is given up to a constant by G(r) = —BF(r) + Bur with
F(r) denoting the Helmholtz free energy density. Based on
this definition the difference between Figs. 3(a) and 3(b) can
be regarded as a nonequilibrium ensemble inequivalence.

The above derivation of G(r) is rather general and can
be applied to any stochastic model which exhibits a fast
conserving dynamics and a slow nonconserving dynamics.
One may consider several types of nonconserving dynamical
steps of the same variable and/or steps of different sizes. In
these cases one can still obtain a general solution for Eq. (33),
independent of the details of w_ and w,, that has a more
complicated form than Eq. (38). Another possibility is to
consider several nonconserving quantities. In this case the
large deviations function of the slow variables is given by
the steady-state solution of a higher-dimensional random walk
which does not have a general form such as Eq. (38).

IV. ABC MODEL WITH NONEQUAL DENSITIES AND
COMPARABLY SLOW NONCONSERVING
DYNAMICS (p ~ L72)

In the previous section the nonconserving A BC model was
analyzed in the limit p ~ L™ and y > 2, where the steady-
state profile and the large deviations function of r can be
computed analytically. In this section we study how these result
are modified in the limit where

p=¢L, (42)

and ¢ is a parameter that does not scale with L.

In Sec. IV A we demonstrate that the conserving and the
nonconserving models exhibit for any finite ¢ different ordered
profiles, as well as different critical lines. This additional
inequivalence can be attributed to the sensitivity of nonequi-
librium systems to the details of their dynamics rather than to
the existence of long-range correlations. Remarkably, slightly
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below the critical line the nonconserving model exhibits a
steady-state profile with a nonvanishing drift velocity.

In Sec. IV B we derive an expansion in small ¢ of the large
deviations function of r using the macroscopic fluctuation
theory. The leading order term in the expansion corresponds
to the large deviations function, G(r), obtained for y > 2
in Eq. (38). This confirms that y > 2 is indeed the limit
where the conserving and the nonconserving dynamics are
well-separated. In the homogenous phase, the large deviations
function in Eq. (38) is found to be valid for all values of
¢. This conclusion is argued to be correct for a wide class
of driven-diffusive models that exhibit a homogenous density
profile.

A. Density profile, drift velocity, and critical line

For p = ¢L~2 the dynamics of the density profile in the
nonconserving A BC model (14) can be written as

3P = B [Pu (Pat1 — Pat2)] + 32 Pa (43)
+¢ (pg — e papspc) -

Although an analytic steady-state solution for the above
equation is not available, it can easily be shown to be different
from p*(x,r), obtained in the conserving model (¢ = 0). As
mentioned above, this inequivalence between the conserving
and the nonconserving models is not necessarily due to the
existence of long-range correlations in the system.

Equation (43) exhibits a homogenous solution around
which it can be expanded. As demonstrated below, in this
case one has to consider a moving density profile and thus use
an expansion similar to Eq. (15) with x replaced with x — vt,
yielding

Pa s 1
_ 2 im(x—vt) an(7) —27i/3
)= 3 @
pc m=—00 ﬁ €2ni/3
* 1 1
. Do
aZu(0) o2i/3 +ﬂ 1] ]. @
V3 e 3 1

Close to the critical line, we assume that a,,,b,, < 1 for all
m # 0. It is important to note that the velocity, v, does not,
in general, vanish on the critical line. By contrast, in the
conserving model the existence of a moving density profile
has been excluded for all values of 8 and aq in [32].

The main difference between the critical expansions for
y < 2and for y = 2is that in the latter case the b,, amplitudes
have a drift term in addition to the diffusive term. The drift
term, which scales as ¢, yields to leading order in a,,,b,, the
following equation:

3:by = Qimv — 4n’m>)b,, + 3¢{—3(1 — b)’by,

b2b, 2b
_p3bu |:_09 — To(aoaim + ayap) (45)

+ (o +apat,) || + o).
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Assuming a steady state, d.b,, = 0, and considering § that are
slightly below the critical line, where b,,,a,, < 1, one obtains
a linear dependence between b,, and a,,, given by

by = kpay + Kk a”, + O(arzn), (46)
where

3e 31 (\/gag — 2ra(‘;)
1272m2 — 6mwimv + 27¢(1 — r)? + ¢prie=3bun’
(47)
As expected, k,, vanishes in the ¢ — O limit as well as for
equal densities (ap = 0).

In order to complete the expansion one has to consider the
evolution of a,,, obtained by the expansion of Eq. (43) in small
a,, and b,,. The nonconserving term in Eq. (43) does not enter
directly into the equation of a,, since it is proportional to the
vector (1,1,1)7, whereas a,, is the amplitude of the orthogonal
vector (1,e=27/3 ¢2™i/3)T  The leading order effect of the
nonconserving dynamics comes from the term that couples
b,, and ay. Expanding Eq. (43) using the form in Eq. (44) and
the expression for b, in Eq. (46) yields to leading order

aram _ 2mm am 2
(81’61* > - _TA}’H (a* ) + O(Clm), (48)

—m —m

Km = ¢

where A,, is given by

(67Tm — V3Br — 3iv — /3Bagky,
A, =
—6Bag + ~/3Baokn

6Bay — ~/3pajih
6mm + /3pr — 3iv + v3Batr, )

It is easy to see that for k,, = 0 and v = 0 the A,, matrices
reduce to those in Eq. (19).

The critical point is defined by the lowest temperature (1/8)
for which det A,, = 0 for one of the m’s. The explicit form of
this condition is given by

(49)

92mm — iv)? — 65/3B8Q2imm + v)Im[agk,]
—38%(r* — 12|ag|* + 2rRe[aoky] + 4+/3ao|*Re[k]) = 0,
(50

where Re and Im denote the real and imaginary parts, respec-
tively. In general, Im[agk,,] # O and therefore the solution
of Eq. (50) yields v # 0. The velocity, v, is given by the
solution of a cubic equation and is thus omitted for the sake
of brevity. This solution is studied below in the limit of ¢ < 1
and plotted for a specific line in parameter space in Fig. 7.
In the special case where ay = |ag|e™*/3 for £ = 0,1,2, one
finds from Eq. (47) that Im[agk,,] o< v, which in turn leads to a
solution of Eq. (50) with v = 0. This condition can be shown to
correspond to the case where at least two of the species have
the same densities. This result conforms with the intuition
that in the two-equal-densities case the system does not have a
preferred drift direction and hence v = 0. The vanishing of the
velocity is evident in Fig. 7atrqy = rg,ra =rc,0orrg =re.
In the two-equal-densities case the fact that Im[apk,,,] = 0
simplifies Eq. (50). As in the previous sections the critical 8
is obtained when the m = 1 Fourier mode becomes unstable.
The solution of Eq. (50) with m = 1 and Im[agk,,] = 0 yields
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FIG. 7. Velocity of the unstable mode on the critical point for
ra =0.184 x,rg =0.18 — x,rc = 0.24, and ¢ = 1. The horizontal
axis represents the value of x.

the following critical line in the two-equal-densities case:

B = 23 . 6D

\/rz — 12ag|? + 2ragk; + 4+/3ag|*Re[k]

As expected, in the ¢ — 0 limit, where x; — 0, this line
coincides with the critical line in Eq. (21) obtained for y > 2.
For arbitrary densities, the drift velocity can be studied
analytically in the ¢ < 1 limit. In this case, one would expect
v to vanish with ¢, and therefore Eq. (46) can be written as
o = ﬁag — Zmae—Sﬁu
42m?
Similar to the y > 2 case, the critical transition occurs for ¢ <
1 when the m = 1 Fourier mode becomes unstable. Inserting
Eq. (52) into Eq. (50) for m = 1 yields

+ o(¢h). (52)

v = —%Im[aolﬁ]ﬁc + 04, (53)
where B, denotes the critical 8 of the conserving model,
given in Eq. (21). From Eqgs. (52) and (53) one obtains that
v X ¢Im[a8], which implies that the drift velocity vanishes
cubically with the deviation from the equal-density point, |ag|.
Equation (53) can also be expressed in terms of r4, rg, and r¢
using the fact that Im[aj] = —3(ra — rg)(rg — rc)(rc — ra)
and e3P = (1 — r)3/rArBrC, which yields

(1 =rY(ra — rg)rg —re)rc —ra)

0(¢?).
SJTZVAI’BI"C + (¢ )

v= (bﬂc
(54)

The latter expression indeed vanishes in the two-equal-
densities case.

B. Corrections to the large deviations function of r

In this section we study the large deviations properties of
the nonconserving A BC model in the limit where p = ¢L~2.
In this limit the probability of a rare density profile can
be expressed using the macroscopic fluctuation theory by
extremizing the action of the model over all the possible
instanton paths leading to the target profile [33—38]. Here we
specifically consider events where a rare number of particles
is observed. We show that in the ¢ — 0 limit these events are
realized by an instanton that passes only through steady-state
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profiles of the conserving system, i.e., p(x,7) = p*(x,r(7)),
where r(7) can be computed analytically. The large deviations
function of r, obtained using this instanton path, coincides in
the ¢ — O limit with the one computed for p ~ L™ with
y > 2 in Sec. III B. In the homogenous phase we find that
this instanton path and the corresponding large deviations
function remain valid for all ¢. In the ordered phase we write an
expansion of the instanton in small ¢ and derive equations that
describe its first order correction. This expansion is presented
in a relatively general form, which can be easily adapted to
other driven-diffusive models.

The macroscopic fluctuation theory deals with the prob-
ability to observe a trajectory of the macroscopic current
of particles within a given time interval, denoted here by
[0,T]. In our case we consider three conserving currents,
jx,7) = [jalx,1), jB(x,7), je(x,7)]7, which result from local
exchanges of particles, and a nonconserving current, k(x,7),
which results from evaporation and deposition of triplets
of particles. The density profile is obtained from those two
currents via the continuity equation

0 p(x,7) = —0,j(x,7) + Puk(x,7), (55)

where u = (1,1,1)7. It is important to note that k(x,t) is the
nonconserving current of triplets of particles and not of single
particles.

The probability of a trajectory in current space, defined by
j(x,7) and k(x,7), is given by a large deviations principle,

Pr[j(x,7),k(x,7)|p(x,0)] (56)
~ oL Jy T fy dXILp(x, 050 D)+ Lac(p(x 1) k(. T))]

where L. and L, denote the conserving and the nonconserving
Lagrangian densities, respectively. These functionals, whose
explicit form is given below, correspond to the “probability
cost” of the conserving and of the nonconserving noises,
respectively. The steady-state probability of a density profile
p(x) can be obtained from Eq. (56) by integrating it over all the
trajectories for which p(x,T) = p(x) in the limit of T — oo,
yielding

Prlp(x) = p(x)]

= lim [ Dp DjDkPr(j(x,t),k(x,7)|p(x,0)]
T=o0 p(x. T)=p(x)
x [ T 810e pa(x,7) + B jux,T) — Pk, 7)1, (57)

where p(x,0) can be chosen arbitrarily.

The conserving Lagrangian density, L., has been derived
for the standard ABC model (p =0,r = 1) in [43]. It is
important to note that this expression cannot be mapped
onto the r < 1 case, as done in Eq. (30) for the steady-
state density profile. This is because for r < 1 one has to
consider fluctuations in p4s(x) + pg(x) + pc(x) which were
not allowed for r = 1. We now sketch the derivation of L. for
r < 1 by following the lines of derivation presented in [43].
First we consider the Langevin equation for the macroscopic
current, j(x,t), given by

Ja(x,7) = —xa(p(x,7)) — 0xp(x,7) + %na, (58)
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where x4(p) = Bou(X,0)[0a+1(x,1) + Pay2(x,1)] denotes the
drift term. The variables 7, denote Gaussian white noise,
whose correlations are given by

(e (x, TN (x',7)) = 8(x — x)8(r — T) Bg, 0 (p(x,7)),
(59)
where X, ,/(p) is the conductivity matrix. The latter can be
obtained by calculating the local covariance of the conserving
currents for 8 = 0 (see discussion in Appendix B of [32] and
in Sec. 2.3 of [43]), yielding

204 (1 — pa)
=204 por

o=0ao,
o #a.

The probability of a current trajectory j(x,7r) is obtained
by integrating over the probability distribution of the noise
variable and performing the Martin-Siggia-Rose procedure.
This yields a large deviations function given by the integral
over the following Lagrangian density:

Lo(pd)=1i+3p+x@1" T O+ 30+ x(p)].6
(61)
The nonconserving Lagrangian density, £,., was derived
for a general driven-diffusive system in [46—48]. We now
repeat the heuristic derivation of £,., presented for a general
driven-diffusive model in [47], in the context of the noncon-
serving A BC model. The local nonconserving current is given
by the combination of two Poisson processes: condensation of
triplets of particles with rate ¢C(p(x,7)) and annihilation of
triplets of particles, with rate ¢.A(p(x, 7)), where

Eaa’(p) = { (60)

C(p) = (1 — ps— pp — pc)’.
(62)

A(p) = e p,pgpc,

For a small segment of the system, dx, and a small time
interval, dt, the probability to observe k¢dxdrt triplets of
particles added or removed (depending on the sign of k) due
to the nonconserving processes is given by

x+dx T+pdt
Pr |:/ / dxdtk(x,7) = kqbdxdf:|
oo

- >

n=max (0, Lk¢dtdx)

(Pois.) (Pois.)
P¢C(p)dxdr(n)P¢A(p)dxdt(n — Lk¢dxdt)

~ e PLac(p.k)drdx , (63)

where ") denotes the Poisson distribution function with
a mean of A. The nonconserving action is obtained by
performing the saddle point approximation over the above
sum, yielding

Luc(p,k) = C(p) + A(p) — VK> + 4A(p)C(p)
S+ AApCp)
. kln[ K2 +4Ap)C(p) + | o

2C(p)

This functional form is identical to the one obtained in [47] for
ageneral A and C. Since the conserving and the nonconserving
processes occur independently, the corresponding Lagrangian
densities can be added together, yielding Eq. (56).

The integral in Eq. (57) can be evaluated using the saddle
point approximation, whereby the probability of a density
profile is governed by the action over the most probable path
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to reach p(x) at time 7 — oo. In order to find this path it is
useful to consider two functions, H(x,7) and G(x,1), defined
as

2(p)oH=j+ 0.0+ x(p), (65)

k = C(p)e’ — A(p)e C. (66)

Physically, H(x,7) and G(x, ) correspond to the fields exerted
by the external baths that drive the conserving and the
nonconserving currents, respectively.

In terms of H(x,7) and G(x,7), the Lagrangian densities
can be written as

Le(p,H) = 5(0,H)" Z(p) 3, H, (67)

L,e(p,G) = C(p)(1 — e + Ge%) (68)
+A(p)(1 —e % — Ge™9).

By expanding the action,

T 1
T(0.H,G) = / dr / dx[Le(pH) + Loc(p, G, (69)
0 0

in small variations in H(x,t) and G(x,t) around the extrem-
izing trajectory of Z, it is shown in Appendix B that this
trajectory obeys the following equations:

G =Hy+ Hp + He, (70)

3 Hy = —07 Ho + 9, H"8,, x(0) — 33, H) 3, Z(p) 8. H
+¢10,,C(0)(1 = %) + 8, A(p)(1 — e~ )], (71)

where p can be written in terms of H and G using the continuity
equation (55), which yields

e po = 03P + x Xa(p) — :[Z(p)0 Hly (72)
+ ¢[C(p)e” — A(p)e“].

It is useful to note that the derivation of Eqgs. (65)-(72)
can be regarded as a transformation into a Hamiltonian
picture. In this respect, the fields H(x,t) and G(x,t) are the
momenta conjugate to — [i dt'd,j(x,7’) and [ dt'k(x,7"),
respectively, and Egs. (70)—(72) play the role of Hamilton’s
equations

Another important point is the form of optimal trajectory
obtained if one minimizes Z over p(x,T) as well. In this case,
H are allowed to fluctuate freely. The quadratic form of £, in
H implies that the optimal trajectory is obtained in this case by
considering H(x,7) = 0. Inserting this solution into Egs. (70)
and (72) yields the deterministic dynamics of the profile in
Eq. (14).

As discussed above, the solution to Egs. (70)—(72) in the
¢ < 1 limit is expected to yield a density profile of the
form p(x,t) = p*(x,r(7)) + O(¢). Inserting this ansatz into
Eq. (72) yields H(x,7t) which is constant in space up to
deviations proportional to ¢. In addition, it is evident that r(7)
evolves on a slow time scale defined by ¢ 7. One can therefore
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consider the following expansion of the instanton path:

1 oo
Ho(x,1) = 3800 + )48y (e.67).  (73)
k=1

pa(x,T) = (6,1 (D) + Y "8, (x.07).  (74)

k=1

The functions appearing in the above expansion can be
computed by inserting Egs. (73)—(74) into Eqs. (70)—(72) and
solving them order by order in ¢. The leading order terms, g(s)
and r(s) (with s denoting ¢7), are obtained from integrating
over x and summing over « the O(¢) terms in Egs. (70)—(72).
This integral and sum of Eq. (72) yields

dr

1
=3 / dx[C(pH)es™ — A(ph)e 8], (75)
ds 0

where p} = p*(x,r(s)). Similarly, multiplying Eq. (71) by
0,0, (x,r(s)) and integrating over x yields

dg 1 . * S
d_S = /0 dx ; arpa(x,r(s))[apnc(ps)(l _ eg( ))

+ 0, A(p})(1 — e 5V)]. (76)

Here all the terms that contain 82?05 were removed using

integration by parts and the fact that 32p} + 9, x4(p*) = 0.
Equation (76) has a solution of the form,

1 1
g(s)=1In |:/ dx.A(p;')] —1In [/ dxC(p;)i| , (77)
0 0

which when inserted into Eq. (75) yields

dr

1
=3 / dx[AG?) — C(pD)1 (78)
s 0

In general, since p*(x,r) has a rather complicated form,
the solution of Eq. (78) can only be obtained numerically.
Nevertheless, in the following paragraphs we draw some
interesting conclusions from the general form of Eq. (78).

To leading order in ¢, Eq. (78) describes the time reversal of
the relaxation trajectory of r from an atypical initial value. The
relaxation trajectory can be obtained by inserting a solution of
the form of Eq. (74) into Eq. (72) with H(x,7) = 0 and keeping
the leading order in ¢. This time-reversal symmetry conforms
with our intuition that in the limit of very slow nonconserving
dynamics, the dynamics of r can be described as an equilibrium
one-dimensional random walk. Since for y > 2 we know that
this instanton path is the most probable one that realizes a rare
value of r, it is plausible to assume the expansion around it for
y =2 and ¢ < 1 is also the global minimum of Z.

Under this assumption, the probability to observe a rare
value of the overall density is obtained by evaluating the action
(69) over the instanton path in Eqs. (73)—(74). This statement
can be written formally as

P(r) = Plp(x) = p’(x,7) + O(¢)]

~ ¢%im e LI ds Jy dXILARL 38+ Lacpl 8O0 (79
— 00
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where g(0) is chosen such that r(¢T) = 7. Using Eqs. (77)—
(78) the above exponential can be written as

P(F) ~ e/ dr'{Inlfy dxC(p*(x.r")]~InLf, dxA(p*(x,rNIHO0@)

(80)

As expected, the leading order term of this large deviations
function is identical to G(r) obtained for y > 2 in Sec. III B.

Corrections to G(r) can be obtained by calculating the O (¢)
corrections to the instanton path. Considering the O(¢) terms
when expanding Egs. (71)—(72), we find that

0= 026", + 0.[8",8,, xa(0))] — 8:[Z(0)3:8% ],
+C(pef ™ — A(pe™*
1
— 3,0} / dx[C(p})es™ — A(phe ], (1)
0

0= =028}, + 0:8"" 9, x(p}) + 9,,C(PYI(1 — e£)

1
+ 85, A(p)(1 — 789 — / dxd,p:[9,,C(p)(1 — e$®)
0

+ 0, A1 — e 8], (82)
where as before s = ¢t. Since r(s) does not have a simple
analytic expression in the ABC model, the above equations
can only be solved numerically.

In the homogenous phase, where p(x,7) = r,, the source
terms in Egs. (81)—(82) vanish, yielding a set of homogenous
partial differential equations that exhibit a trivial solution,
85y, = 8(1), = 0. In fact, in this case the leading order term of
the instanton, H,(x,t) = %g(qbf) and p(x,7) = p*(x,r(¢p1)),
can be shown to satisfy Eqgs. (70)—(72) to all orders in ¢. This
conclusion does not depend on the specific form of X(p) and
X (p), and can be shown to remain valid also when considering
a density-dependent diffusion coefficient. This implies that
for any homogenous driven-diffusive system with a slow
particle-nonconserving dynamics (p ~ L~7 with y > 2) that
is characterized by space-independent functions A(r) and C(r),
the large deviations principle of the overall particle-density is
given by

P(F) ~ ewf dr'[InC(r")— InA(r’)] (83)

Here w are the number of particles added and removed in each
condensation and annihilation process. In the nonconserving
ABC model w = 3.

Another interesting result of the above expansion concerns
the time-reversal symmetry found in the dynamics of r,
whereby its excitation trajectory to a rare density, 7, is equal
to the time-reversal of the relaxation path which starts from
r = 7. This symmetry is broken for the local nonconserving
current of particles, k(x,t), for systems where C(p*) and .A(p*)
are not homogenous in space. On the one hand, in such cases
the relaxation path of k, obtained by setting G = 0 in Eq. (66),
is given by

ky(x,7)

= Cpj) — A,)- (84)
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On the other hand, the excitation path, obtained by inserting
r(s) and g(s) into Eq. (66), is given by

1 ' A(0* 1 ' Cl0*
Lo, i)
fO /C( ¢1’ fO /A( (])I

(85)

ky(x,7) = C(pl, ) o

and therefore, in general, k4 (x,7) # —k (x, — 7). Of course,
the integral over the local current does obey time-reversal
symmetry, fol dxky(x,7) = — fol dxk(x, — 1), leading to the
symmetry observed in the dynamics of r. The breaking of the
time-reversal symmetry of k(x,t) occurs in the ordered phase
of the A BC model, where p* is not homogenous [49]. Hence,
the nonequilibrium nature of the system is maintained even in
the ¢ — O limit.

V. CONCLUSIONS

The phase diagram of the ABC model with slow non-
conserving processes is analyzed in the case where the overall
densities of the three species are not equal and the model is thus
out of equilibrium. The phase diagram exhibits features similar
to those characterizing equilibrium systems with long-range
interactions such as ensemble inequivalence and negative
compressibility. It also exhibits features which are specific
to nonequilibrium systems, such as steady states with moving
density profiles.

In the first part of the paper we focused on the case where the
nonconserving processes occur at a vanishingly slow rate, p ~
L™7,y > 2, compared with rates of the conserving dynamics,
=1 ~ L72, In this limit, the dynamics of the overall density,
r, is shown to obey detailed balance, although the model itself
does not. This allows one to derive the large deviations function
of r and draw from it the phase diagram of the nonconserving
model using equilibrium concepts such as the definition of a
chemical in the conserving model and the calculation of the
first order transition points using the Maxwell construction. As
is typical in equilibrium systems with long-range interactions
the conserving and nonconserving models are found to exhibit
the same critical lines but different first order lines.

In the second part of the paper we studied the limit where the
conserving and nonconserving processes occur at comparable
time scales, defined as p = ¢L?. In this case the models are
found to differ not only in their first order lines but also in their
second order ones. In addition, it is found that in the ordered
phase the nonconserving model exhibits a moving density
profile with nonvanishing velocity in the thermodynamic limit.

Using macroscopic fluctuation theory, we derived an
expansion in small ¢ of the instanton path leading to a rare
value of r. The leading order term of the action over this
instanton is identical to the expression of G(r) obtained for
y > 2. This implies that y > 2 is indeed the limit where the
conserving and nonconserving time scale are well separated.
An interesting result of this expansion is that all the correction
terms in ¢ vanish in the homogenous phase, implying that
the expression of G(r) obtained for y > 2 is correct in the
homogenous phase for y = 2 as well. This conclusion is valid
for a large class of driven-diffusive models that exhibit a
homogenous steady-state profile.
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APPENDIX A: CRITICAL EXPANSION OF THE ABC
MODEL WITH NONEQUAL DENSITIES AND
VANISHINGLY SLOW NONCONSERVING
DYNAMICS (p <« L™?)

In this appendix we carry out the critical expansion of the
conserving and the nonconserving A BC models, in the limit
p ~ L7V with y > 2, up to the forth order. The expansion for
the sixth order terms in both cases have been derived but will
not be displayed due to their length. They are used to determine
the nature of the multicritical point which connects the second
and first order transition manifolds.

The starting point of the expansion is the dynamics of the
density profile, given in the conserving model by

3o = B [po (st — Pat2)] + 37 Pa. (A1)

The nonconserving equation is obtained by adding a term of
the form sz(,og — e3P p,pppe) to the right hand side of
Eq. (A1). Asdiscussed in Sec. IIT A, in both the conserving and
the nonconserving models the density profile can be expanded
near the critical line in terms of the following Fourier modes:

A 9] 1
2wimx am(f_) —2mi/3
o5 | = E e €
Pc m=—00 \/g ez’”/3

1 1
x . by,

Cnl [ mis | O ()| g
V3 e—27i/3 3 1

We first analyze the expansion of the conserving ABC
model. Inserting Eq. (A2) into Eq. (Al) yields a set of
decoupled equations of motion, given by

Ocay =

—hTm |:(67rm - «/§,Br)am

o0
+ 3ﬁ Z a:in—m’a:n/:| ’ (A3)
m'=—00
d:by = —47 m%b,y,. (A4)

The latter equation implies that in the steady state b,, = O for
m # 0 and by = r. This corresponds to a flat profile of the
vacancies which is a result of their unbiased dynamics. It is
useful to rewrite Eq. (A3) in the following vector form:

afam 2nm —m—m' G
(Eha*m) EE |: " ( >+3/3 Z (—am ' ):|

(AS5)
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where
6rm — /3Br 68a
A, = 0 . A6
( —6Bag 6wm + ﬁﬂr) (46)
The eigenvalues of — 2”3’" A, are
2
e (B.r.ap) = %[—@nﬂ + BV3(r? — 12laol?)], (A7)

and the corresponding left and right eigenvectors are indepen-
dent of m and given by

I (r4./r?2 —12jay|?
R 0
= — , A8
i Ci ( 2\/5(10 ( )
L (—rx/r?2 —=12|ag|?
L 0
- , A9
T ( 24/3a; (A9)

where Co. = 2\/r2 — 12|ao2(r F /r? — 12]ao|?) is a normal-
ization factor. When the highest eigenvalue vanishes, eil) =0,
the corresponding Fourier mode becomes unstable leading to
an ordered profile. The critical line is defined as € )(ﬁL ,F,dg) =
0, where B, is given in Eq. (21).

In order to determine whether the conserving model
exhibits a second order phase transition on the critical line one
has to check whether for 8 = B.(1 + §) the model exhibits an
order phase whose amplitude vanishes with §. To this end, it
is useful to denote the first unstable Fourier mode as

a
<a*]1) = pv{ + O(p",

(A10)

where ¢ is given by up to a constant by some positive power of
8, which will be determined below. Assuming a steady state,
d;a, = 0, and inserting Eq. (A10) into Eq. (A5) for m =2

yields to leading order
R \2
a [ ) )
(af) =3B.0° A5 ( JA ) +0(h., (Al
. LR

where vf | and vf , denote the two elements of v. Inserting
this back into Eq. (AS) for m = 1, yields the fourth order term

in its expansion in powers of ¢, given by
0 =47%8¢ + Gi(r.aoplel® + Olple[),  (A12)

where the 4772 factor is due to fact that e+)(ﬂc(1 + 8),r,ap) =
4728 and

1 a*,ar
GS(r.ap) = — 6Bk ( 421
aa0) olol? Pevy <—a2“—1)

_ 3272 4 ry/r? — 12]ag)? — 6lagl?)
(r? — 12]ao|*)*(r + /r? — 12]ao|*)

x [r3 = 18r|ag|? — 12+/3]ao ] cos(30)], (A13)

with 8 = arg(ay).

For G(r,ap) > 0 one finds that ¢ ~ '/, which implies
that the model exhibits a second order phase transition on
the critical line. On the other hand, when G4(r,ap) < O the
critical line is preempted by a first order phase transition. On
the line where G4(r,ap) = 0, plotted in Figs. 8(a) and 8(c),
a further analysis of the expansion shows that G¢(r,ap) > 0,
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FIG. 8. Tricritical lines in the conserving and the nonconserving
models. The dashed and solid thick lines represent points where
G¢ < 0 and Gg > 0, respectively. In the latter case the tricritical
points are preempted by a CEP. The thin dashed gray lines
denote the smallest possible values of r. The case of two equal
densities, ry =rg =r/3 — A and r¢ =r/3 4+ 2A or, equivalently,
ap = A/3e™/3, is shown in (a) and (b). Panels (c) and (d) show
the fully nonequal-densities case, where ry =r/3 — A 4 0.007,
rg =r/3—A+0.007,and rc =r/3 + 2A.

which implies that the second order and first order transition
lines join in the conserving model at a tricritical point.

In the nonconserving model the additional term in the
dynamics of p(x,t) affects directly only the equation of b,,.
Since this term scales as pL?, it is negligible in comparison
to the diffusive term in Eq. (A4), —472m?b,,, for m # 0. For
m = 0 the nonconserving term yields the following equation:

1
d.bo = 3pL2/ dx (py — e papspc)
0

by b
=3pL’ {(1 — by’ — e [ﬁ - g‘) > amay,
m

+% Z (amlamza—ml—mz + C.C.)]} . (A14)

miy,ny
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It is useful to consider the fluctuations in the overall density,
denoted by §r, such that by = r 4 §r and r is given by Eq. (26).
The parameter 6r enters the equation of a,, in the following
form:

0:d,, = _27'rTm |:(671m — «/gﬂr)am — «/§ﬁ8ram

(A15)

oo
+ 38 Z a:m_m,a;l,:|.

’

m'=—00

In the steady state, Eq. (A14) is shown below to yield to leading
order 8r = O(|ay|?.ama—n). As aresult, the fluctuation in the
density, §r, do not affect the linear stability of a,, and thus the
critical line of the nonconserving model is identical to that of
the conserving model.

The type of transition observed on the critical line is
determined by the higher order terms in the expansion.
For convenience the expansion is expressed below in terms
of the steady-state density, r, instead of . Inserting the
definition for ¢ in Eq. (A10) into Eq. (A14) yields to leading
order

_6(1 —r)(r® — 12]aol)(r + /r? — 12]ap|?)

r2 —3(1 4 2r)|ag|?

8r lo]?.

(A16)

The O(g*) term in the expansion of Eq. (A15) is then obtained
by inserting the leading order term of a; in Eq. (A11) and of
or in Eq. (A16) into Eq. (A15), yielding

0 = 47289 + G (r,a0)¢lel* + O(plel*), (A17)

where

1 ap
G (r,a0) = GS(r,a0) — ——~/3B8rvt
¢ ¢ §0|<ﬂ|2 * _ail

24721 (1 — r)(r + /12 — 12]ag|?)

r2 —3(1 4 2r)|ap|?

= G4(r,ap) —

(A18)

In the equal-densities case the tricritical point is found at
r=1/3, G4°(1/3,0) = 0, as previously found in [29]. For
ap # 0, by continuing the expansion described above it can
be shown that G¢°(r,0) < 0 on the tricritical line for values
of |ap| that are relatively small. In this case, the tricritical
point is preempted by a CEP, which connects the first and
second order transition line, as demonstrated in Fig. 3(b).
Figures 8(b) and 8(d) show the tricritical line of the non-
conserving model, defined by 8 = B. and G;°(r,ap) = 0,ina
specific cross section of parameter space. The dashed and solid
lines denote regions where G¢°(r,a9) < 0 and G¢°(r,ag) > 0
on the tricritical line, respectively.
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APPENDIX B: DERIVATION OF HAMILTON’S
EQUATIONS FOR THE NONCONSERVING
ABC MODEL WITH p = ¢ L2

In Sec. IV B the nonconserving A BC model is analyzed in
the limit where p = ¢L~2 using the macroscopic fluctuation
theorem. In this appendix we derive a set of equations for the
instanton trajectory that minimizes the action of the model. The
trajectory is defined in terms of fields that can be regarded as
the momenta conjugate to the conserving and nonconserving
particles currents. In this respect, the equations derived below
play the role of Hamilton’s equations.

In the Lagrangian formulation presented in Sec. IV B, the
instanton path is defined by the currents j(x,7) and k(x,7) and
the corresponding action is given by

T 1
7= / dr / dx[Le(p(x.0).j(x.7))
0 0

+@Lye(p(x,7),k(x,7))]. (B1)

Here the conserving and the nonconserving Lagrangian den-
sities are given by

LGp)=[+dp+x@IZ"(0)[+dp+xP],
(B2)

and

L(p.k) = C(p) + A(p) — VKk* + 4A(p)C(p)
2
i [,/k +4A(p)C(p) + k s

2C(p)

respectively. The density profile of the particles along this path
is given by the continuity equation

dep(x,7) = —3j(x,7) + puk(x,7), (B4)

where u = (1,1,1)7. In the derivation below we consider a
general form of x (p),.A(p), and C(p). The specific expressions
of these functionals are discussed in Sec. IV B.

As mentioned in Sec. IV B, it is convenient to express the
instanton path using the fields H(x,7) and G(x,t), defined by
the following equations:

X(p)o H=j+ 0.0+ x(p), (BS)

k=C(p)e® — A(p)e . (B6)
In terms of these fields the Lagrangian densities are given by

Le(p,H) = 5(0,H)" £(p) 3, H, (B7)

Lyc(p,H) = C(p)(1 — e + Ge©)
+ A(p)(1 — e % — Ge™9), (B8)
and the continuity equations are given by
dcp = —0:[2(p)0,H — d:p — x(p)]
+¢u[C(p)e? — A(p)e 1. (B9)

In Egs. (B5)-(B9) and in the derivation below the (x,7)
dependence is omitted in some cases in order to keep the
notation compact.
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We denote by H and G the path that minimizes Z and
consider small deviations around this path defined as
H(x,7) = H(x,7) + 8(x,7),

_ (B10)
G(x,7) = G(x,7) + 86(x,7).

Similarly using the continuity equations one can define the
fluctuation of the density profile around the optimal path, as

p(x,7) = p(x,7)+8,(x,7), (B11)

where p is obtained by inserting H and G into Eq. (B9).
The bar notation here should not be confused with that used
in Sec. IV B to denote the density profile at the end of the
instanton path.

Below we derive the first order correction to the action due
to 8y and 85, defined as

T 1
7= [ e [ x[Lp B+ £5.6)+ 5L
0 0

+ 0(87.4.58)]- (B12)

The optimal trajectory is defined by the equation £V = 0.
As shown below, it is, in fact, more convenient to express this
equation in terms of the fields é, and 6.

The simpler part in the first order expansion of 7 is the
expansion of the nonconserving Lagrangian density in terms
of 8¢ and 8. Inserting Eqs. (B10) and (B11) into the form of
L, yields the following expansion:

(Sﬁnc(paG) == Enc(pa G) - [:nc(p’G)
= 8,.al0,,CA)1 — % + Ge®)
+ 8, AP)(1 — e C — Ge )]

+¢86[C(5)Ge® + A(B)Ge™C1+ 0(82 ,.8%).
(B13)

The conserving Lagrangian density should be expanded
first in terms of 7 and 8, yielding

1 _
SLc(p.H) = ()" 5(p) 8, H — Lo(p.H)
_ 1 _ _
— aXHTz(,a)axah,Jrz 3 50 (@) 9, 5(p)0H.

(B14)

The first term in the line above can be further simplified by
employing integration by parts over x of this term, yielding

T 1
K_/ dt/ dxd,H' £(p)d,8y
0 0

T 1
—/ dt/ dxHT3,[2(p)d,8y].  (B15)
0 0

Here and below the boundary terms of the integration by
parts over x vanish due to the periodic boundary condition.
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As mentioned above, it is convenient to express the terms in
8LD that involve 8 in terms of the fields §,, and 8. This can
be done by inserting Eqgs. (B10) and (B11) into the continuity
equation (B9), yielding

I [Z(P)0:Srly = —:80 + 328, 4
+ 3 0:{8p.0 [0, 20, H],

+ Sp,o/ apo,/ Xa(p)}
+¢56[C(p)eC + A(p)eC]. (B16)

Inserting this expression into Eq. (B15) yields an integral
which involves derivatives of §,, and §. We wish, however, to
obtain an expression of §£" which involves only local terms
of the variational fields. This can be done using the proper
integrations by parts over x and t, which yield

T 1
K :/ dt/ dx Y {8.a[—0:Hy — 0,H" 3, 2(p)0, H
0 0 o

- 8)%I:Ip,(x - 8xﬁT8an(p)]
— $86 Hy[C(B)eC + A(P)e 1} + O(8] ,.8).-

(B17)
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Finally, by inserting Eqs. (B13)—(B17) into Eq. (B12) one
obtains the following expression for the first order term in the
expansion of the action:

_ 1 - _
sLh — Zap,a |:—8,Ha — Ea,CHTa,,az(p)axH

—02H,, — axﬁTapax(p)} — $8¢ <G -y Ha)

x [C(B)eC + A(p)e 1. (B18)

The solution for s £V = 0 corresponds to the extremum of the
action, which is therefore given by

G =Hy+ Hp + Hc (B19)
3 H, = —0;H" +9,,x(p)d.H, — 0,73, 2(p) 3, H
+ 18, C(p)(1 — €9) + 8, AB)(1 — e~ 9)]. (B20)

The instanton path is fully described by the two equations
above and the definition of p, given by

at/_) = _ax[z(/_’)axﬁ - x/_) - X(/_))]
+¢ulC(p)e’ — AP)e 1.

In Sec. IV B the bar notation is omitted from the above result
in order to simplify the notation.

(B21)
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