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The influence of gas-surface interactions of a dilute gas confined between two parallel walls on the heat flux
predictions is investigated using a combined Monte Carlo (MC) and molecular dynamics (MD) approach. The
accommodation coefficients are computed from the temperature of incident and reflected molecules in molecular
dynamics and used as effective coefficients in Maxwell-like boundary conditions in Monte Carlo simulations.
Hydrophobic and hydrophilic wall interactions are studied, and the effect of the gas-surface interaction potential
on the heat flux and other characteristic parameters like density and temperature is shown. The heat flux
dependence on the accommodation coefficient is shown for different fluid-wall mass ratios. We find that the
accommodation coefficient is increasing considerably when the mass ratio is decreased. An effective map of the
heat flux depending on the accommodation coefficient is given and we show that MC heat flux predictions using
Maxwell boundary conditions based on the accommodation coefficient give good results when compared to pure
molecular dynamics heat predictions. The accommodation coefficients computed for a dilute gas for different
gas-wall interaction parameters and mass ratios are transferred to compute the heat flux predictions for a dense
gas. Comparison of the heat fluxes derived using explicit MD, MC with Maxwell-like boundary conditions based
on the accommodation coefficients, and pure Maxwell boundary conditions are discussed. A map of the heat flux
dependence on the accommodation coefficients for a dense gas, and the effective accommodation coefficients for
different gas-wall interactions are given. In the end, this approach is applied to study the gas-surface interactions
of argon and xenon molecules on a platinum surface. The derived accommodation coefficients are compared with
values of experimental results.
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I. INTRODUCTION

Energy transfer in the gas-surface interface plays a very
important role in many practical areas as corrosion, plasma
confinement, catalysis, and heat transfer. Studying the gas-
surface interactions at an atomistic level can provide essential
information on molecular behavior next to the surface and on
the energy exchange in this interface.

Heat transfer at an atomistic level became one of the
most important issues within the microfluidics field, for
instance, in microchannel cooling applications. As a lot of
electronic components produce heat when operating, cooling
these devices is essential for the long lifetime of these
components. These devices can be cooled locally where
the power is produced using a gas or a fluid flow through
these microchannels. As these electronic components become
smaller and smaller [1] and produce relatively more power,
new models for temperature and heat flux predictions are
necessary.

Conventional approaches used to study heat flow are
ranging from continuum to molecular techniques. Continuum
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represented by the Navier Stokes equations breaks down
when the size of these devices decreases or when the flow
becomes more dilute [2,3]. The governing equation of the
heat flow is then changing from Navier Stokes to Boltzmann
equation. This equation involves molecular velocities instead
of macroscopic properties. Solving this equation is very
difficult since the number of independent variables contains
both those of velocity and of physical space. The alternative
is to use particle simulation methods to study heat transfer in
micro- or nanochannels, like Direct Simulation Monte Carlo
(DSMC) [2] or molecular dynamics (MD) [4].

In all these approaches, reliable models of the gas-solid
interface are essential for accurate heat flux predictions.
Boundary conditions are usually used to represent the gas-solid
interface [5–8]. These boundary conditions are crucial for
correct heat predictions as the transport properties of gases
at the gas-solid interface can play a very important role
in the overall behavior in the channel. A lot of effort has
been concentrated on studying the gas-surface interface in
micro- or nanochannels. In most cases of these analyses, a
simplified boundary condition for reflected molecules at a
solid surface has been used. This boundary condition called
diffuse reflection assumes that the reflected molecules are
completely accommodated with the wall surface and their
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velocity distribution is given by the Maxwellian distribution
with the wall quantities. However, when the molecules have
high energy, the diffuse reflection is not applicable, and the
scattered flux shows preferred directions (e.g., specular ray
direction) [9,10].

Other Maxwell-type boundary conditions are based on the
assumption that a fraction (1 − α) of molecules is reflected
specular from the surface, while α is reemitted diffusely with
Maxwell distribution at wall conditions. This α is called the
accommodation coefficient and is computed based on the
tangential momentum or on the energy of the molecules
according to the flow situation [11]. A more elaborated
model was proposed by Cercignani and Lampis [5] and
developed by Lord [7], and includes two parameters: coef-
ficient of the tangential momentum accommodation parallel
to the surface and of energy accommodation normal to the
surface.

An alternative to using boundary conditions is to use
explicit MD simulations, allowing for the simulation of both
walls, gas, and wall-gas interactions explicitly. The interaction
of monoatomic gas molecules with solid molecules by using
MD was studied by Wachman et al. [8], and Matsui and
Matsumoto [12]. They computed the behavior of reflection
or adsorption of the incident gas molecules, while Yamanishi
et al. [13] constructed a gas-surface interaction model by devel-
oping a multistage collision between molecules based on the
analysis of MD. Various other MD studies have been reported
for specific gas-solid and fluid-solid interfaces [14,15].

To study the impact on the heat fluxes of gas-surface in-
teractions in realistic channels (microchannels) using explicit
MD simulations is however computationally very expensive.
The idea is to combine MD and Monte Carlo (MC) to
cover larger time and length scales. Hybrid methods are
such techniques used to study the gas-surface interface using
molecular dynamics techniques and the flow region with
MC. These techniques are very accurate, but to simulate the
MD region taking into account explicitly the walls and the
fluid in the surface vicinity region is still computationally
very demanding. Previously, we have introduced a hybrid
simulation approach combining MD and MC simulations to
study dense and dilute gas in nanochannels [16]. Yamamoto
et al. [11] used another hybrid approach combining MD
and DSMC for the motion of molecules between two walls
and investigating the characteristics of the reflected nitrogen
gas molecules at a platinum surface [11,17]. Based on their
results on the observed trajectories of gas molecules, the
gas molecules bounce on the surface (once, twice, or many
times), and eventually return. In some cases, the molecules
are adsorbed on the surface, and leave after a while. From
the trajectories they could not deduce that the Maxwell-type
distribution function consisting of the specular and diffuse
reflections describes well the distribution function of the
reflected molecules. However, the global velocity is well
described by this distribution if the accommodation coefficient
involved is properly chosen.

Based on this result, we investigate the gas-surface interface
for a gas between two parallel walls [18] and we compute the
accommodation coefficients α based on explicit MD simula-
tions. We compute α by averaging over individual trajectories
of molecules impinging and reflecting from the explicit wall

in an MD simulation. Based on these molecular fluxes we
compute α from the temperature distribution between the
walls (αT

MD), from the heat fluxes of the corresponding
impinging and reflecting molecular fluxes (αMD

qx ), and also
from the total average heat flux between the walls (αqx

MD
avg ).

First, these α coefficients are computed for a dilute gas using
MD with explicit wall boundary conditions and different
gas-wall interactions (attractive, repulsive). These accommo-
dation coefficients are introduced into an MC simulation
based on Maxwell-type boundary conditions. The technique
of computing these accommodation coefficients based on
temperature was already given in [19]. In this paper we
compute α not only from the temperature, but also from
the heat flux and from the average heat flux in the system.
Moreover, in [19] an average of the α computed next to the cold
and warm wall is given (αT

MD), while here the α coefficients
are computed separately next to the cold and warm wall (i.e.,
αT

MD
c and αT

MD
w ). These α’s that give good results for the

total heat flux in the system are validated. It is also checked
to retrieve the α’s used as input from MD back from the
MC simulations both near the warm and near the cold wall.
The effect of the diffusive-specular Maxwell-like boundary
conditions using these α coefficients on different properties
is analyzed. The properties considered are the temperature,
density, and heat flux profiles of the total molecules confined
between the two walls, but also on the temperature, density,
and heat flux profiles of the incident and reflected molecules
near the channel wall. These results are compared with the
results of pure MD simulations with explicit wall simulation
and with MC results using pure Maxwell boundary conditions
(α = 1). Building the map of the MC heat flux dependence
on a generic α, an effective α is found by confronting these
MC heat fluxes (qMC

c ) with MD heat fluxes (qMD
x ) as also

described in [19]. Further, we study for both hydrophilic
and hydrophobic gas-wall interactions the effect of different
fluid-wall molecular mass and radius ratios on the heat flux
predictions in the channel. The results are used to predict the
thermal behavior for two different systems: (a) an argon gas
interacting with a platinum surface channel; (b) a xenon gas
interacting with a platinum surface channel. The values of
αT

MD are compared with experimental results of scattering of
molecular beams by metallic surfaces in [17,20,21] and with
Yamamoto’s molecular model in [11,17].

As α is a gas-wall characteristic derived from gas fluxes
in the immediate vicinity of the wall, and it does not depend
on the Kn number [22], we use the same approach to study
heat flux in a micro- or nanochannel for a dense gas. First
we transfer the accommodation coefficients computed from
the MD simulation of the gas-wall interaction of a dilute gas
to an MC simulation based on Enskog equation [23,24] with
Maxwell-type boundary conditions, and we compare the heat
fluxes computed using these two approaches. The difference
with the values of α computed for a dilute gas in [19] is that in
this case we report here also the results for the case when gas-
gas interactions equal the gas-wall interactions, while in [19]
the gas-gas interactions were only modeled as hard-sphere.

A map for the dependence of MC heat fluxes qMC
x on a

generic α is given also for a dense gas. The effective α is
established by confronting the MD results on heat fluxes qMD

x

with the MC results qMC
x given in the map. The values found
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for α are more accurate in this case then the ones computed
from a dilute gas, as in the case of a dense gas there are no
temperature jumps near the wall.

II. MODEL FOR GAS-SURFACE INTERACTIONS

Our model to study the two-dimensional heat flow in
a microchannel consists of two parallel plates of length
Ly at a distance Lx apart from each other and of gas
molecules confined between these two walls. This model
was also previously used and described in [19]. Moreover,
the simulation setup was described in detail in previous
papers [16,18,19,25] and it is given here just for the sake of
completeness. Both plates have their own temperature, T1 and
T2, respectively, where this temperature is uniform on the plate
surface and constant in time, and T2/T1 = 0.5. The gas consists
of spherical particles of diameter a and mass m, at temperature
T . The density of the gas can be expressed as n, being the
number of particles per unit of volume, or using a reduced
density η, which also takes the particle sizes into account and
is related to the number density as η = πna3/6 [24]. The
mean free path of the gas particles is related to this reduced
density. For a relatively dense gas with η = 0.1, the mean
free path λ = 1/

√
2πa3nY (η) and the molecular diameter a

have the same order of magnitude. The Y (η) factor is the
pair correlation function at contact [23,24]. The distance Lx

between the plates, in the x direction, is always such that both
plates are only a few mean free paths apart. The walls can be
modeled explicitly (based on an MD model) or using boundary
conditions (Maxwell or Maxwell-like boundary conditions in
an MC or MD model). Two situations were considered: (a) a
dilute gas confined between the walls with the reduced density
η = 0.005, Lx = 1.39λ = 32a, Ly = 2.03λ = 46.73a, and
(b) a dense gas with η = 0.2 and Lx = 95λ = 31.93a, Ly =
139.49λ = 46.90a. The number of bins in the x direction is
Ncells = 100 and the volume of one bin being dxLyLz with
dx = Lx/Ncells. In MD, a Lennard-Jones (LJ) potential [4] is
used to model the interactions between the gas-gas, gas-wall,
and wall-wall molecules [18]. A truncated shifted Lennard
Jones (tsLJ) potential [4] is used to keep only the repulsive
contribution as a model for purely repulsive molecules. Here

the tsLJ potential has the form

VtsLJ =
{
VLJ(r) − VLJ(rc) if r � rc,

0 if r > rc,
(1)

where rc is the cutoff radius and VLJ is the Lennard-Jones
potential:

VLJ(r) = ε

[(
2RvdW

r

)12

− 2

(
2RvdW

r

)6
]

. (2)

The geometry is given for the sake of completeness in
Fig. 1(b). The real geometry contains also the second gas
chamber in order to balance the collisions which on both
sides will cancel out. The two walls consisting of 18 000
particles each forming a face centered cubic (fcc) lattice
are placed in a box of size 95.0λ × 139.49λ × 139.49λ in
case η = 0.2, and in a box of size 1.39λ × 2.03λ × 2.03λ in
case of η = 0.005, and are separated from each other in x

direction. The total number of gas molecules in the box is
55 998 for η = 0.2 and 1300 corresponding for η = 0.005.
The walls are formed in previous simulations by randomly
placing the particles in the simulation box and cooling the
system down until crystallization occurs. The six atom layers
were not restricted in any way, such that the walls can in
principle move through the simulation box. However, the
mass of the wall is large compared to the mass of one gas
particle such that a single collision hardly affects the wall.
Moreover, for this geometry, forces exerted on the wall from
both sides cancel each other. The temperature of the two
walls can be controlled independently by coupling them to
a heat bath, whereas the gas can only heat up or cool down
by collisions with the walls. More details on the setup of
the molecular simulations are explained in [16,18]. Reduced
units are used in all simulations presented and these units are
here described. The reduced units used in our MD model are
the unit of length (σ ∗), the unit of mass (m∗), and the unit
of energy (ε∗). All other units can be derived out of these
choices [16,18]. The mass and the size of the wall particles are
taken here as unity: m∗ = 195 g/mol, ε∗/kB = 628.58 K, and
σ ∗ = 2.523 Å. Based on these units, the temperatures of
the two walls are T1 = 1.0[ε∗/kB] = 628.5 K and T2 =

FIG. 1. (Color online) (a) Lennard Jones (LJ) potential for εG-W = 0.1,0.25,0.5 and truncated shifted Lennard Jones potential (tsLJ) for
εG-W = 1.0; (b) geometry of the MD simulation domain (left = warm wall; right = cold wall; middle = gas molecules in between).
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0.5[ε∗/kB] = 314.25 K. The walls are kept together by a
strong interaction strength εW -W = 6.0 in the LJ potential.
The gas-wall interactions can be hydrophilic (attractive) or
hydrophobic (repulsive) wall interactions. The definition for
the two potentials used to model hydrophilic and hydrophobic
wall interactions was also given in [19]. Attractive gas-wall
interactions are modeled here as well by LJ with εG-W between
0.25 and 0.50, and repulsive wall interactions by tsLJ with
εG-W = 1.0, or by LJ with a very small εG-W (e.g., εG-W = 0.1).
As shown in [19], the shape of the Lennard-Jones potential for
different interaction strengths has the form in Fig. 1(a).

From MD simulations, macroscopic properties can be
derived. The heat fluxes are computed here using the relation

�q = d

dt

∑
i

�riEi, (3)

where �ri is the position and Ei is the energy associated with
particle i. The kinetic and potential parts of the heat fluxes are

�qkin =
∑

i

Ekin
i �vi = 1

2

∑
i

miv
2
i �vi, (4)

�qpot = 1

2

∑
i,j

( �Fij · �vi)�rij +
∑

i

E
pot
i �vi, (5)

where mi and �vi are respectively the mass and the velocity
of particle i, and �Fij and �rij are the interaction force and
separation vector between particle i and j .

These fluxes were computed in the defined Ncells = 100
bins, having the volume equal to dx LyLz, where dx =
Lx/Ncells.

III. EFFECTIVE ACCOMMODATION COEFFICIENTS
FOR A DILUTE GAS FROM TEMPERATURE OF THE
INCIDENT AND REFLECTED MOLECULAR FLUXES

In our previous work [18], we used a MD approach to study
the wettability effect on heat and particle flow in nanochannels.
The results on the heat flux predictions in a channel where
particles are sticking to the wall (attractive wall interactions)
were given, showing that the relevant parameter is the gas-wall
interaction strength, whereas gas-gas interaction is of much
less importance on the resulting heat flux.

In [18] we have seen that, at low densities, density peaks
depending on the attractive gas-wall interaction potential are
present and that this effect is reflected in increased gradients in
the temperature near the wall interface. As a result of particles
sticking to the wall, their velocity is adapted much more to
the wall temperature, such that the higher the attraction, the
higher the difference in temperature between gas particles
going to the left (incident) and particles moving to the right
(reflected). Simulations have been done in order to understand
these effects [19]. We use MD with explicit wall interactions to
get the temperature and density profiles of the particles moving
from the cold to the warm wall (C-W), from the warm to the
cold wall (W-C), and the profiles of the total temperature and
densities, as these properties are changing with the gas-wall
interactions.

In [19] we reported the results for the temperature of the
molecular fluxes impinging and reflected from the surface.

FIG. 2. (Color online) (a) MD number density of particles going
to the left wall (cold-warm). (b) MD number density of particles
going to the right wall (warm-cold). (c) MD total number density of
particles between the walls. All the quantities are normalized with
reference density n0 = 0.01 and η = 0.005.

Here we look also at the density distribution of the molecular
fluxes. In Figs. 2 and 3, we see that there are more particles
going from the C to the W wall, than from the W to the C wall
for more attractive walls (hydrophilic), and they are almost
equal for repulsive wall interactions (hydrophobic). The slope
of these profiles are varying with the gas-surface interaction
strength, εG-W , and peaks are present in the temperature and
density profiles when increasing εG-W . The high density peaks
correspond to the layer of particles adsorbed or sticking to the
wall and higher peaks determine increased α also reflected in
the T slopes. The higher the slope in T next to the wall, the
higher the thermall accommodation at the wall. The effective
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FIG. 3. (Color online) (a) MD results for the temperature of
particles going to the left wall (cold-warm). (b) MD results for the
temperature of particles going to the right wall (warm-cold). (c) MD
results for the total temperature of particles between the walls. All
the quantities are normalized with the temperature of the warm wall
T1 and η = 0.005.

accommodation coefficient α can be computed based on the
temperature of the incident and reflected molecules in the
immediate vicinity of the wall like it was computed also
in [19].

From all these MD simulations for hydrophilic and hy-
drophobic wall interactions, we extract the accommodation
coefficients based on the temperature, energy, and average
energy of the impinging and reflected molecular fluxes. In [19]
only the accommodation coefficients based on temperature
were computed and averaged near the warm and the cold wall.
Now we compute these coefficients from the other properties

FIG. 4. (Color online) Temperature profiles of the impinging
(Tin), reflected (Tout), and total molecules (T ) for a channel having
n0 = 0.01, η = 0.005, and the gas-surface interactions are character-
ized by εG-W = 0.5. From the temperatures near the warm wall, Tin

and Tout, and surface temperature TS , the accommodation coefficient
αT

MD
w is computed.

both next to the warm and cold wall and we compare the
influence on the heat flux predictions using these separate
values.

The effective accommodation coefficient based on T has
the form

αT = (Tin − Tout)/(Tin − TS),

where Tin is the temperature of the particles moving towards
the wall (incident), Tout is the temperature of particles leaving
from the wall (reflected), and TS is the temperature of the
considered wall surface. Using the definition, we compute all
the αT ’s from the MD temperature profiles for different G-W
interactions (attractive: LJ εG-W = 0.10,0.25,0.5; repulsive:
tsLJ εG-W = 1.0). The values for Tin and Tout for a given system
are taken as shown in Fig. 4.

In Fig. 4 we show the MD temperature profiles between the
explicit walls for a dilute gas with η = 0.005 and εG-W = 0.5.
In this case the accommodation coefficient αT is 0.67, when
the gas molecules have the same mass as the wall molecules.
The temperature of the gas to the wall is taken by extending the
average bulk temperature as shown in the figure. This method
to compute α near the wall was explained in detail in [19]
and it is based on computing the best linear fit through the
MD points for both TL and TR (the linear fit is corresponding
to the continuous lines in Fig. 4). The values of Tin and Tout

correspond to the points where these linear fittings for TL and
TR reach the wall. As the walls are not restricted in any way
in the simulations, we used exactly the position of the wall
density peaks to determine these exact points.

In the same way we compute α for each εG-W from all the
MD temperature profiles. This can be seen also in Table I,
where the last two columns indicate the accommodation
coefficient α computed from the MD temperature profiles
as previously described, next to the warm and also next to
the cold wall. The values of the accommodation coefficient
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TABLE I. Accommodation coefficient α computed from MD for
different values of εG-W in the gas-wall interaction potential (Lennard-
Jones) shown in column 1. These values are given as input in MC
with Maxwell-like boundary conditions. The MC values of α near
the warm wall corresponds with the values of α computed from MD
temperature profiles and given as input in the MC simulations. A
dilute gas was considered with η = 0.005.

εG-W MC αTw
MC αTc

MD αTw
MD αTc

tsLJ 1.0 0.15 0.15 0.15 0.14
LJ 0.10 0.15 0.15 0.16 0.17
LJ 0.25 0.40 0.44 0.37 0.41
LJ 0.50 0.70 0.76 0.67 0.74

αT are similar for hydrophobic gas-wall interactions (small
values of εG-W ), but very different for hydrophilic gas-wall
interactions (when εG-W increases). The value of αT computed
next to the warm wall is used in the Maxwell-like boundary
conditions in MC simulations such that only a fraction αT from
the impinging molecules is thermalized by the wall. This input
value of αT

MD, computed from MD, is checked to be retrieved
from the resulting MC temperature profiles. From the first two
columns after εG-W of Table I, we see that the MD values of
αT

MD both near the warm and cold wall considered as input
for the Maxwell-like boundary in MC are retrieved from the
MC temperature profiles for all the considered interactions
(columns 2 and 3).

We compute now α based on the heat fluxes: from the heat
fluxes of impinging and reflected molecules,

αqx
= (

qxin − qxout

)/(
qxin − qxout(Max)

)
,

and also from the average total heat fluxes,

αqx avg
= qx/qxMax = (

qxin + qxout

)/
qxMax .

In the expression for the αqx
accommodation coefficient, qxin is

the heat flux of all the particles moving to the left (impinging
flux), qxout is the heat flux of particles going to the right
(reflected), and qxout(Max) is the heat flux of particles going to
the right (reflected) when there are Maxwell B.C. The αqx avg

values are computed by taking the ratio between the total heat
flux (qx) (see Fig. 5), which is the sum of the impinging and
reflected molecular heat fluxes, and the total heat flux using
Maxwell B.C.

FIG. 5. (Color online) Heat flux profiles of the impinging (qxin ),
reflected (qxout ), and total heat fluxes (qx avg) for a channel having n0 =
0.01, η = 0.005, and the gas-surface interactions are characterized by
εG-W = 0.5. From the heat flux value near the warm wall, qxin and
qxout , and surface temperature qxout(Max) , the accommodation coefficient
αqx

MD is computed.

In Table II we compare also the heat flux predictions from
pure MD simulations with explicit gas-wall interactions and
the heat fluxes from MD with Maxwell boundary conditions,
and we show the corresponding heat fluxes associated to the
impinging and reflected fluxes of molecules (fluxes of particles
moving towards the cold and the warm wall). As expected,
there are large deviations for all the values of the gas-wall
interactions between MD heat predictions with explicit walls
and MD predictions with Maxwell B.C. The columns 3,
4, and 5 of Table II are going to be used to compute the
accommodation coefficients αqx avg

and αqx
based on the total

heat fluxes and on the heat flux profiles of the impinging and
reflected molecular fluxes. In Table III, we compare them with
αT computed from the temperature profiles of these molecular
fluxes. As the errors for αc are similar with αw, we focus on
analysis near one wall (warm wall).

In Table III we find the results of all these accommodation
coefficients α, computed based on temperature (αT ), average
heat fluxes (αqx avg

), or heat fluxes next to the warm wall
(αqxw

). All these α’s are used as input for MC simulations
with α dependent Maxwell B.C. The heat flux predictions

TABLE II. Heat fluxes using explicit MD with different εG-W (column 2) and with pure Maxwell boundary conditions, and also MC heat
fluxes computed using Maxwell-like B.C. based on different α (see Table III). Column 2: the gas-wall interaction strength for the LJ potential;
column 3: the total MD heat fluxes; column 4: heat flux of impinging molecules going to the left; column 5: heat flux of reflected molecules
going to the right. The MC heat flux values in column 6 are computed based on the α computed from the temperature profiles (αT ), in column 7
from the total heat fluxes (αqx avg

), and in column 8 from the heat flux profiles computed near the warm wall (αqxw
). A dilute gas was considered

with η = 0.005.

Explicit εG-W qx
MD qx

MD
inw

qx
MD
outw qx

MC
T qx

MC
avg qx

MC
w

tsLJ 1.0 0.000 50 −0.0047 0.0052 0.000 22 0.000 36 0.000 50
LJ 0.10 0.000 50 −0.0044 0.0049 0.000 22 0.000 36 0.000 50
LJ 0.25 0.000 84 −0.0041 0.0049 0.000 72 0.000 90 0.000 84
LJ 0.50 0.00114 −0.0028 0.0040 0.001 31 0.001 31 0.001 31

Max. B.C. 0.0021 −0.0036 0.0057
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TABLE III. Accommodation coefficients computed for each gas-
wall interaction parameter in column 1 from the MD temperature
profiles (column 2), average MD heat flux profiles, and local average
heat fluxes next to the warm wall. A dilute gas was considered with
η = 0.005.

εG-W αT αqx avg
αqxw

tsLJ 1.0 0.15 0.21 0.30
LJ 0.10 0.15 0.21 0.30
LJ 0.25 0.40 0.40 0.50
LJ 0.50 0.70 0.70 0.70

from these MC simulations (columns 6, 7, and 8 in Table II)
are compared to pure MD simulations with explicit wall
interactions (columns 3, 4, and 5 in Table II). In these
simulations, the gas-gas interactions are considered equal to
the gas-wall interactions. From these results we can validate
the α’s that give good results for the heat flux predictions
when used in the B.C. for MC simulations. We find that αqx avg

obtained from the average heat fluxes (qxavg ) and from the heat
fluxes of impinging and reflected molecules αqx

give good
results for the qx predictions when compared to results from
explicit MD simulations for both hydrophilic and hydrophobic
wall interactions, while αT gives good results for hydrophilic
but not for hydrophobic wall interactions (see Table II).

Until now we have seen how these α’s influence the average
quantities of the molecular fluxes. Further we analyze how the
profiles of the total density, total temperature, and density and
temperature of the impinging particles (moving towards the
wall) and reflected particles (moving away from the wall) are
changing with the wall properties. For this, we compute all
these properties using different B.C.: Maxwell (thermal wall
B.C.), Maxwell-type based on α, and explicit MD simulations.
Here we give and compare the results for two interaction
strengths for both the temperature and density profiles. For
more interaction strengths, the temperature profiles were
shown in detail in [19].

In Fig. 6 we compare the density and temperature profiles
for all the molecules of a dilute gas using explicit MD
simulations for the boundary conditions, and also Maxwell
and Maxwell-like boundary conditions based on αT . We notice
that both for hydrophilic and for hydrophobic walls, the
results for the Maxwell-like B.C. give different results when
compared with explicit MD simulations both for hydrophilic
and hydrophobic wall interactions.

In Fig. 7, we compare density and temperature profiles
for the impinging and reflected molecular fluxes, using again
explicit MD, Maxwell, and Maxwell-like B.C. based on α for
hydrophilic and hydrophobic wall interactions. Comparing the
density profiles, we see that the number of molecules going
from the warm to the cold wall is much smaller than the number
of molecules going from the cold to the warm wall in the case of
hydrophilic wall interactions (ε = 0.25,0.5), and they become
equal for lower ε (hydrophobic wall interactions). Also, the
higher the ε, the better the agreement with Maxwell prediction
with full accommodation. The same effect can be seen also
on the T profiles: for hydrophobic wall interactions, the
temperature of the impinging and reflected molecules are very

FIG. 6. (Color online) Density and temperature profiles of the
total particles between the two walls. The parameters for the MD
and MC simulations are (a) and (b) hydrophobic interactions: MC
with Maxwell-like B.C. including αT

MD
w = 0.15; MC with pure

Maxwell B.C. with α = 1.0; MD: εtsLJ = 1.0; (c) and (d) hydrophilic
interactions: MC with Maxwell-like B.C. including αT

MD
w = 0.67;

MC with pure Maxwell B.C. with α = 1.0; MD: εLJ = 0.50. The
densities are normalized with n0 = 0.01, and the temperatures are
normalized with T0 = T1 (warm wall temperature) and η = 0.005.
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FIG. 7. (Color online) Profiles for the temperature and number
of particles going to the left wall (cold-warm) and to the right wall
using MD and MC. The parameters for the MD and MC simulations
are (a) and (b) hydrophobic: MC: αT w = 0.15; MC: α = 1.0; MD:
εtsLJ = 1.0; (c) and (d) hydrophilic: MC: αT w = 0.70; MC: α = 1.0;
MD: εLJ = 0.50. All the quantities are normalized with n0 = 0.01
and η = 0.005.

close to each other, while for hydrophilic wall interactions,
temperature of impinging molecules is much lower than the
temperature of the reflected molecules and the agreement with
Maxwell B.C. (α = 1) is better.

This effect was quantified in [19] showing the influence of
different interaction strengths on the average temperature and
average density of the impinging and reflected molecular fluxes
between the cold and the warm wall. When comparing the
average measurements for explicit MD B.C. and Maxwell-like
B.C. based on α, we could see also that averaged density and
temperature of incident and reflected molecules correspond
very well for hydrophobic interaction (low ε), while for hy-
drophilic interactions, the clustering next to the wall becomes
important and large differences between the molecular fluxes
and their temperature are registered. From these results we
can conclude that when concerning reproducing the molecular
fluxes between the two walls, MC is able to predict this
very well for the hydrophobic interactions where the peaks
in the profiles are absent near the boundaries. Also, the
accommodation coefficient αqx

gives good predictions for the
total heat flux in the system.

IV. USING THE EFFECTIVE ACCOMMODATION
COEFFICIENT FOR THE HEAT FLUX PREDICTIONS

FOR A DENSE GAS

As the accommodation coefficient describes the energy
transfer in the gas-surface interface, we transfer these coef-
ficients computed from MD for a dilute gas to study the heat
fluxes for a dense gas confined between the walls of a micro-
or nanochannel.

In [19] we determined the heat flux qx in a channel with
wall separation Lx = 95λ and η = 0.2, for different wall-gas
and gas-gas interactions. We give the results for the explicit
simulations also here as they are going to be used to compute
all the accommodation coefficients based on heat fluxes for
a dense gas. We would also like to emphasize again that the
results in Table IV show that the gas-gas interactions become
important, such that the higher the εG-G, the lower the heat
flux. When walls are very attractive, then the role of gas-gas
interactions becomes less important. This is different from the
dilute gas simulations when the gas-gas interactions had no
impact on the heat fluxes.

Pure diffusive thermal walls (Maxwell B.C.) overestimate
the MD heat fluxes for both hydrophilic and hydrophobic
wall interactions. When using the αqx

’s computed from the

TABLE IV. Heat flux using MD with different wall-gas and
gas-gas LJ interaction potential, for a dense gas with η = 0.2. The
columns stand for the wall-gas interactions and the rows for the
gas-gas interactions.

εG-W

qx tsLJ 1.0 LJ 0.10 LJ 0.25 LJ 0.50

tsLJ 1.0 0.015 0.014 0.016 0.017
εG-G LJ 0.10 0.012 0.010 0.014 0.015

LJ 0.25 0.012 0.011 0.013 0.016
LJ 0.50 0.009 0.009 0.012 0.016
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TABLE V. Heat fluxes using MD and MC with Maxwell-like boundary conditions based on the accommodation coefficient α for a dense gas
with η = 0.2 and Lx = 95λ. Column 1 contains the gas-wall interaction strength for the LJ potential, column 2 the accommodation coefficient
computed from the heat flux profiles of a dilute gas for each G-W interaction, column 3 the MC heat predictions, columns 4 and 5 the MD heat
flux predictions for the case of εG-G=tsLJ = 1.0 and εG-G = εG-W , and columns 6 and 7 are the deviations of the MD results from the MC ones
for these two cases.

G-W αqx
qMC

x tsLJ (εG-G = 1.0) qx (εG-G = εG-W ) qx dev1 dev2

tsLJ 1.0 0.21 0.0123 0.015 0.015 0.18 0.18
LJ 0.10 0.21 0.0123 0.014 0.011 0.12 0.11
LJ 0.25 0.40 0.0174 0.016 0.014 0.08 0.24
LJ 0.50 0.70 0.0203 0.017 0.016 0.19 0.26
Maxwell 1.0 0.021

gas-surface interface of a dilute gas in the Maxwell-like B.C.
for a dense gas (η = 0.2), we find (comparing with MD
heat predictions) that the heat fluxes qx compare good for
hydrophobic, but not for hydrophilic wall interactions due to
the overlapping effects of attractive and clustering boundary
(see Table V). The results of comparisons for the heat fluxes
using αT can be found in [19].

In Table V we consider two situations for the gas-gas
interactions: (1) fixed purely repulsive gas-gas interactions
for all the gas-wall interactions considered and (2) varying
gas-gas interactions such that the gas-gas interactions are
equal to the gas-wall interactions. In this way we can compare
the effect of different gas-gas interactions on the total heat
flux qx by varying them from hydrophilic to hydrophobic
gas-gas interactions and considering the competing effect
between the gas-gas and gas-wall interactions. The choice for
hard repulsive gas-gas interactions comes also natural to be
considered in MD as the qx values are compared with results
of the MC model based on the Enskog equation assuming
hard-sphere gas-gas interactions. Columns 6 and 7 of Table V
contain the deviations of the MC results with Maxwell B.C.
based on α (imported from dilute gas temperature profiles)
from the explicit MD heat fluxes. These deviations are given
for the two situations of the gas-gas interactions already
mentioned (dev1 and dev2) and for all the gas-wall interaction
strengths considered. The deviations of the MC heat flux
qx with Maxwell B.C. based on αT from the explicit MD
heat fluxes is dev = [qx

MD − qx
MC(αT )]/qx

MD. From these
results in Table V we can see that these deviations of the MC
qx predictions are higher for harder interactions (attractive
or repulsive) and smaller for moderate interaction strengths
for both situations considered for the gas-gas interactions
[(1) purely repulsive and (2) gas-gas equal to the gas-wall
interactions].

If we do not import the accommodation coefficients from
the dilute gas simulations, and we just compute them from the
temperature profiles for a dense gas, disregarding thus the
effect of the density oscillations, we find different values
for αT . These αT coefficients are computed exactly near the
(warm) wall of the channel. For instance, for the case of
repulsive wall interactions (tsLJ1.0), α computed from the
temperature profiles in Fig. 8 is 0.21. In the same way we
compute the accommodation coefficient based on heat fluxes.
In Table VI we give all these accommodation coefficients
(αT and αqx

) derived from explicit MD simulations of a
dense gas where gas-gas interactions are equal to the gas-wall

interactions, together with the qx results using these coeffi-
cients in MC with Maxwell-like B.C. based on α. Analyzing
the results from Table VI we see that we get good predictions
for qMC

x when using αT for attractive potentials (hydrophilic
interactions), but large deviations are registered for very hard
repulsive potentials (tsLJ potential: εG-G = εG-W = 1.0). For
a dense gas, the deviations from MD for the qMC

x (αqx
) are

much larger than the deviations of qMC
x (αT ), while for a dilute

gas these deviations were similar. From these results we can
see that we can get quite accurate results for the heat flux by
computing α from T profiles of a dense gas, for all the values
of the gas-gas and gas-wall interactions except for the high
repulsive interactions.

In this situation, the clustering effect becomes important
and the increased collisions near the wall cannot be reflected
only in the accommodation coefficient computed immediately
at the wall interface. Thus, for this case, we compute
αT for the repulsive interactions not exactly at the wall
but at two molecular diameters away from the wall; that
means exactly where the clustering effect and the density
oscillations disappear. From the temperature profiles of the
impinging and reflected molecular fluxes, at the distance of two
molecular diameters (see Fig. 8), we find that αT = (TL(w) −

FIG. 8. (Color online) Temperature of the incident and reflected
molecules, and total density profiles from MD with explicit and repul-
sive wall interactions (tsLJ εG-S = 1.0). Temperature is normalized
with T1 and density with n0 = 0.4 for a system with η = 0.2.
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TABLE VI. Accommodation coefficients for all the gas-gas and
gas-wall interactions (column 1) computed from the temperature
profiles (αT ) and heat fluxes (αqx

) for a dense gas with η = 0.2 and
Lx = 95λ (column 2 and 3). Based on these coefficients are computed
the heat fluxes qx(αT ) (column 4) and qx(αqx

) (column 5) using MC
with Maxwell-like B.C. based on αT and αqx

. Column 6 contains the
explicit MD heat flux qx

MD. Columns 7 and 8 contain the deviations
of the MC heat flux from the MD results.

εG-G = εG-W αT αqx
qx(αT ) qx(αqx

) qx
MD dev1 dev2

tsLJ 1.0 0.18 0.75 0.0121 0.0202 0.0148 0.18 0.36
LJ 0.10 0.15 0.60 0.0106 0.0191 0.0104 0.01 0.84
LJ 0.25 0.17 0.71 0.0120 0.0203 0.0123 0.02 0.65
LJ 0.50 0.25 0.94 0.0140 0.0209 0.0148 0.05 0.41

TR (2a))/(TL(2a) − TRMax(2a)) = 0.25. The MC predicted heat
flux is then qMC

x (αT ) = 0.014 and the deviations from the MD
heat flux qMD

x is dev = [qMD
x − qMC

x (αT )]/qMD
x = 0.05. We

see that even if the temperature of the reflected molecules
does not describe their collision with the wall anymore, the
values of heat fluxes predicted from the temperature profiles
are in this case more accurate than in the case of computing it
exactly near the wall.

In MD, the gas-gas interactions play an important role
even when we have thermal wall B.C. (Maxwell with α = 1)
when η = 0.2 and they determine different properties for
these molecular fluxes (temperature and total qx). How these
MD properties vary with the gas-gas interactions, both for
explicit gas-wall interactions and for thermal gas-wall B.C.
(Maxwell with α = 1), we can find in Table VII. In Table VII
we give the temperatures near the warm wall of the incident
and reflected molecules (TL and TR), and also the total heat
flux qx for all the G-G and G-W interactions. The first four
rows contain the values of these properties in the case of
thermal B.C. (Maxwell with α = 1) and the last four rows
in the table contain the values for the same properties but
in the case of explicit gas-wall interactions. The explicit
gas-gas interactions are modeled in MD using tsLJ and LJ

TABLE VII. Properties of the molecular fluxes for a dense gas
with η = 0.2, L = 95λ, depending on different gas-wall interactions
(column 1) and gas-gas interactions (column 2). The first four rows
correspond to the Maxwell gas-wall B.C (α = 1) and the last four
rows correspond to explicit gas-wall interactions described by the
given LJ and tsLJ potential. Column 3 contains the temperature of
the reflected molecules, column 4 of the impinging molecules, and
column 5 contains the total heat flux between the two walls.

G-W G-G TR TL qx

Max tsLJ 1.0 1.0 0.974 0.020
Max LJ 0.10 0.996 0.967 0.017
Max LJ 0.25 0.989 0.952 0.017
Max LJ 0.50 0.973 0.910 0.016

tsLJ 1.0 tsLJ 1.0 0.930 0.915 0.015
LJ 0.10 LJ 0.10 0.903 0.886 0.010
LJ 0.25 LJ 0.25 0.925 0.910 0.013
LJ 0.50 LJ 0.50 0.944 0.927 0.015

FIG. 9. (Color online) MC heat flux predictions as a function on
accommodation coefficient α (Maxwell-type boundary conditions)
with continuous lines. Comparison with MD heat prediction for
different gas-wall interactions (εLJ = 0.10, εLJ = 0.25, εLJ = 0.5, and
εtsLJ = 1.0). The heat flux both in MD and MC is normalized with the
reference heat flux q0, and a dense gas is considered with η = 0.2.

potential with different parameters and interaction strengths.
If we consider that the difference in the temperature between
the incident and the reflected molecules is a measure of the
boundary thermal accommodation, we notice that Maxwell
overestimates this thermal accommodation comparing with the
explicit simulations results. Moreover, for Maxwell gas-wall
B.C. the difference in the temperature of these molecular
fluxes is increasing with the gas-gas interactions, while for
the explicit gas-wall and gas-gas interactions this relation is
not valid. For explicit simulations, the difference between these
fluxes is the result of the complex overlapping effect of gas-gas,
gas-wall, and clustering effect. In this case the heat flux qx is
high for very attractive or very repulsive interactions and lower
for moderate interaction strengths.

As α is not reliable for hydrophilic wall interactions, an
effective map (see Fig. 9) is used to determine the effective
accommodation coefficients. This is showing the dependence
on a generic α of the heat flux predictions when using MC with
Maxwell-like B.C. In this map, for a certain heat flux prediction
in MD we can obtain the corresponding α that will give the
expected heat flux prediction using MC with Maxwell-like
B.C.(α).

In the end, we compare these accommodation coefficients
found until now from the T profiles with the effective
accommodation coefficients found by matching the explicit
MD heat fluxes (qMD

x ) with the map of the qMC
x dependence

on the accommodation coefficient α in Fig. 9. As we have
computed all these explicit MD heat fluxes for all the gas-gas
and gas-wall interactions, we can easily now estimate the
effective values of the accommodation coefficients. Here we
give the example again for the case when the gas-gas interac-
tions are equal to the gas-wall interactions (in LJ: εG-G =
εG-W = 0.10,0.25,0.50; for tsLJ: εG-G = εG-W = 1.0). The
accommodation coefficients αT computed from the explicit
MD simulations for all the gas-gas and gas-wall interactions
and the effective accommodation derived from Fig. 9 are found
in Table VIII. We find that these MD coefficients are very close
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TABLE VIII. Accommodation coefficients αT computed from
the temperature of the impinging and reflected molecules for a
dense gas with η = 0.2 (column 3) and the effective accommodation
coefficients derived from the MC heat flux dependency on a generic
α (column 2), for all the hydrophilic (LJ: εG-G = εG-W = 0.25,0.50)
and hydrophobic interaction strengths (tsLJ: εG-G = εG-W = 1.0; LJ:
εG-G = εG-W = 0.10).

εG-G = εG-W αqx
αT

tsLJ 1.0 0.25 0.25
LJ 0.10 0.14 0.15
LJ 0.25 0.20 0.17
LJ 0.50 0.28 0.25

to the effective coefficients for all the gas-gas and gas-wall
interactions considered.

V. HEAT FLUX DEPENDENCE ON MOLECULAR
PARAMETERS

Another two important parameters in energy exchange
during collisions in the gas-surface interface are the molecular
fluid-wall mass and radius ratios. In all the previous MD
simulations, we considered the mass and radius of the gas
molecules equal to the mass and radius of the molecules in the
solid. In the following sections we are looking at the effect on
the heat flux qx and on the accommodation coefficient α for
different fluid-wall mass and radius ratios.

A. Heat flux as a function on gas-wall mass ratio

In [19], heat flux and temperature of the molecular fluxes
were computed for four gas-wall mass ratios and for four
interaction strengths. Here we compute these quantities for
eight mass ratios and we compute the accommodation coeffi-
cients based on different properties (T , qx , etc.). We investigate
if the accommodation coefficients are more sensitive to the
interaction strength or to the gas-wall mass ratios and we
determine the function dependency of α on (m1/m2).

We look first at the dependency of the MD heat flux
predictions (qMD

x ) on the molecular gas-wall mass ratio. The
same molecular model is used as previously described. As
the values of the accommodation coefficient computed from
the energy (qx) and from the temperature T of the impinging
and reflected molecular fluxes give the most accurate results
for the total heat flux predictions when compared to MD results
(see previous section), we use these definitions to compute αqx

and αT for different gas-wall mass ratios and for different
gas-surface interaction strengths. More values of the heat
fluxes for different gas-wall mass ratios are shown in Table IX
for both hydrophilic and hydrophobic wall interactions. We
see here that αqx

and αT are increasing with εG-W for a fixed
gas-wall mass ratio and are decreasing with increasing the
gas-wall mass ratio for a fixed εG-W .

The gas-wall attraction seems to have a higher impact on
αqx

and αT than the gas-wall mass ratio (e.g., in Table IX,
α is changing from 0.67 for attractive walls with ε = 0.5 to
0.22 for repulsive wall interactions with ε = 1.0). For very
low gas masses, α is very small. This is explainable as that fast

TABLE IX. Average heat flux and accommodation coefficient for
different molecular gas-wall mass ratios m1/m2 for a dilute gas with
η = 0.005. The values are given for εLJ = 0.50 and εtsLJ = 1.0.

εLJ = 0.50 εtsLJ = 1.0

m1/m2 qMD
x αqx

αT m1/m2 qMD
x αqx

αT

1.0 0.0011 0.67 0.65 1.0 0.000 49 0.22 0.13
0.75 0.0014 0.70 0.66 0.75 0.000 62 0.23 0.18
0.50 0.0018 0.78 0.71 0.50 0.000 76 0.24 0.16
0.37 0.0019 0.71 0.66 0.37 0.000 87 0.24 0.15
0.25 0.0022 0.68 0.64 0.25 0.00100 0.23 0.15
0.12 0.0024 0.52 0.50 0.12 0.000 89 0.14 0.10
0.06 0.0023 0.35 0.36 0.06 0.000 75 0.09 0.07
0.03 0.0022 0.24 0.25 0.03 0.000 50 0.04 0.04

moving particles will hardly be influenced by the wall and are
expected to bounce elastically. In Table X we can compare αqx

for two more values of the interaction strengths (εG-W = 0.1
and εG-W = 0.25) and for two more gas-wall mass ratios. We
see again that α is varying more on the columns (different
strengths of the interactions ε) than on the lines (different
gas-wall mass ratios).

From the results for both αT and αqx
as a function of

gas-wall mass ratio in Table IX, we find that the value
of the accommodation coefficient has a maximum around
gas-wall mass ratio 0.6 both for hydrophilic and hydrophobic
wall interactions. Also we see that α doesn’t vary too much
when having higher mass ratios, but varies quite fast at small
mass ratios. From these results we see again that we have a
maximum thermal accommodation when the gas-wall mass
ratio is around 0.6.

B. Heat flux as a function on gas-wall radius ratio

Another parameter that influence the heat flux qx is
the gas-wall radius ratio. In Table XI we find the data
for hydrophilic (εLJG-W = εLJG-G = 0.5) and hydrophobic wall
interactions (εtsLJG-W = εtsLJG-G = 1.0). From these tables we
see different behavior for hydrophilic-hydrophobic wall in-
teractions function on gas-wall radius ratio. For hydrophilic
wall interactions, α has a local minimum and maximum
depending on the gas-wall radius ratio and for hydrophobic
wall interactions α is increasing with decreasing the gas-wall
radius ratio.

If the gas-wall radius ratio r1/r2 is small, then the gas
particles are much smaller than the wall particles and the gas

TABLE X. Accommodation coefficients for different molecular
gas-wall mass ratios m1/m2 and different values of ε in the Lennard
Jones potential (hydrophilic wall) or in the truncated shifted Lennard
Jones (hydrophobic wall) for a dilute gas with η = 0.005.

ε m1/m2 = 1.0 m1/m2 = 0.125

LJ: 0.5 0.67 0.43
LJ: 0.25 0.50 0.31
LJ: 0.1 0.22 0.12
tsLJ: 1.0 0.22 0.12
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TABLE XI. Average heat flux and accommodation coefficient for
different molecular gas-wall radius ratios r1/r2 for a dilute gas with
η = 0.005. The values are given for εLJG-G = εLJG-W = 0.50 and for
εtsLJG-G = εtsLJG-G = 1.0.

εLJ = 0.50 εtsLJ = 1.0

r1/r2 qMD
x αqx

αT r1/r2 qMD
x αqx

αT

0.25 0.00161 0.78 0.75 0.25 0.00101 0.48 0.24
0.50 0.00172 0.71 0.72 0.50 0.000 76 0.35 0.23
0.75 0.00141 0.68 0.71 0.75 0.000 64 0.29 0.22
1.00 0.00114 0.72 0.70 1.00 0.000 45 0.20 0.15
1.50 0.000 57 0.78 0.72 1.50 0.000 36 0.16 0.16
2.00 0.000 45 0.99 0.79 2.00 0.000 22 0.00 0.00

molecule for attractive wall interactions can be incorporated
in the wall generating thus a high accommodation coefficient
α. If the gas-wall radius ratio r1/r2 is large, then the large
gas molecules colliding with the wall interact actually with
more than one wall molecule per collision. So, if the gas-wall
interactions are attractive, then the accommodation coefficient
is very high, and if the gas-wall interactions are repulsive, then
the accommodation coefficient is very low (almost zero). The
gas molecule in this case sees the wall as a smooth plane rather
than a molecular wall.

It is interesting to see that for attractive walls (hydrophilic),
we have high accommodation coefficients for both very small
and very high gas-wall radius ratios (e.g., gas and wall
molecular radius are very different from each other). When
these gas-wall radius ratios are around 1 (gas molecular radius
is equal to wall molecular radius), α registers local minimum
values as shown in Table XI, columns 2, 3, and 4.

For hydrophobic wall interactions, the higher the gas-wall
radius ratio, the higher the repulsion to the wall and the smaller
the accommodation coefficient α. The heat flux in this case
is decreasing with the gas-wall radius ratio (see Table XI,
columns 6, 7, and 8).

VI. ACCOMMODATION COEFFICIENT OF AN ARGON
AND XENON GAS ON A PLATINUM SURFACE.

COMPARISONS WITH EXPERIMENTAL RESULTS

These generic results on accommodation coefficients are
used to predict the thermal accommodation for realistic
systems. We consider further two situations: (a) an argon
gas confined in a channel having platinum walls and (b) a
xenon gas in a channel having platinum walls. For these two
systems the fluid-wall mass and radius ratios are the following:
(a) mAr/mPt = 0.20, rAr/rPt = 1.35; (b) mXe/mPt = 0.67,
rXe/rPt = 1.62. Taking into account our previous results, we
can predict that xenon on platinum has a higher accommoda-
tion coefficient α because the gas-wall mass and radius ratios
is closer to the optimal combination corresponding to gas-wall
mass ratio around 0.6 and gas and wall radius different from
each other.

We compute the accommodation coefficients from the MD
simulations and we compare them with the accommodation
coefficients obtained from the energy [17] and with the
experimental results [26,27].

We consider thus the same parameters for the gas-wall
interactions as considered by Yamamoto [11]. Yamamoto used

Morse potential to describe the Pt-Xe and Pt-Ar gas-wall
interactions:

VMXe-Pt = εXe-Pt
{
exp

[
2σXe-Pt

(
x − r0Xe-Pt

)]
− 2 exp

[−σXe-Pt
(
x − r0Xe-Pt

)]},
VMAr-Pt = εAr-Pt{exp[−2σAr-Pt(x − r0Ar-Pt )] − 1}2,

with the following parameters for Ar-Pt: εAr-Pt/kb =
134.7 K, σAr-Pt = 1.6 Å

−1
, and r0-Ar-Pt = 4.60 Å

−1
; for Xe-

Pt: εXe-Pt/kb = 319.1 K, σXe-Pt = 1.05 Å−1, and r0Xe-Pt =
3.20 Å−1.

The units for our MD simulations are expressed in reduced
units consisting of the unit of length (σ ∗), the unit of mass
(m∗), and the unit for energy ε∗ as previously described in
Sec. II. The mass and the size of wall particles (platinum)
are here as well taken as unity. The walls are kept together
by a relatively strong interaction strength εPt-Pt = 6ε∗ in the
potential function.

When converting the Morse parameters to the units
of our MD simulations [18] [ε∗,σ ∗], where ε∗/kb =
628.58 K and σ ∗ = 2.523 Å, we get the following set
of parameters for the Morse potential expressed in MD
units: εAr-Pt/kb = 0.2132ε∗, σAr-Pt = 4.036σ ∗−1, r0Ar-Pt =
1.82σ ∗ for Ar-Pt; for Xe-Pt: εXe-Pt/kb = 0.5076ε∗, σXe-Pt =
2.649σ ∗−1, r0Xe-Pt = 1.268σ ∗. The temperatures of the walls
are T1 = 0.7159[ε∗/kB] = 450 K and T2 = 0.4772[ε∗/kB] =
300 K.

As our MD model is based on the LJ potential, we first find
the parameters of the Lennard-Jones potential that best fit the
Morse potential as considered by Yamamoto [17]. When fitting
these potentials in terms of [εPt,σPt] units we find the following
parameters for the Lennard-Jones potential to describe the
gas-surface interactions in the case of Ar and Xe on Pt (see
Fig. 10).

The derived set of parameters for the Lennard Jones
potential is εXe-Pt = 0.5076ε∗ (εXe-Pt/kb = 319.1 K), σXe-Pt =
1.13σ ∗−1 and εAr-Pt = 0.2132ε∗ (εAr-Pt/kb = 134.7 K),
σAr-Pt = 1.62σ ∗−1.

These parameters are used to getting the temperature
profiles and heat fluxes of the impinging and reflected
molecules, both for an argon and for a xenon gas on a platinum
surface. From the temperature profiles in the channel the ac-
commodation coefficients α are computed and compared with
the values obtained by Yamamoto [17] and by experimental
results [26,27] (see Table XII). We see that these values
compare very well with the ones from Yamamoto’s model,
but even better with the experimental values. Moreover, our
generic MD simulations showed good qualitative predictions
for the thermal accommodation, indicating higher αT for
Xe on Pt as confirmed also by the explicit MD results of
the system and by the other numerical and experimental
results [17,26,27].

VII. ERROR ESTIMATION FOR THE COMPUTED
ACCOMMODATION COEFFICIENTS

In all previous sections, the accommodation coefficients
were reported for different systems using the MD method.
Here we give an indication about the accuracy of the computed
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FIG. 10. (Color online) Fitted Lennard Jones potential to match
the Morse potentials with the parameters given in the text for (a) Ar
gas on Pt surface and (b) Xe gas on Pt surface.

accommodation coefficients both from temperatures and heat
fluxes, for all the independent situations studied. As a sum-
mary, these included generic low density systems (η = 0.005)
with different gas-wall interactions and different gas-wall mass
ratios, high density systems (η = 0.2) and real systems like
argon and xenon gas in a platinum wall channel.

The accuracy of the temperature and heat flux profiles
consisted in the number of samples considered for the final
averaging. As an example, for the Pt-Ar and Pt-Xe system,

TABLE XII. Comparison of accommodation coefficients com-
puted using different methods for a dilute gas with η = 0.005. The
first line contains the values of α’s for a Xe gas on a Pt surface
computed using the energy-tangential momentum accommodation
(Yamamoto model), from the temperature profiles in explicit MD
simulations, and from experimental results reported in the literature.
The second line is for a Xe gas on Pt and the fields have the same
significance as in line 1.

Yamamoto MD explicit Experimental

αXe-Pt 0.85/0.88 0.84 0.85
αAr-Pt 0.43/0.62 0.58 0.55

TABLE XIII. Standard deviations for the accommodation coeffi-
cients computed based on qx in Ar-Pt and Xe-Pt systems.

α stdev(αqx
)

Xe-Pt 0.0001
Ar-Pt 0.0002

the MD simulation consisted of 10 million iterations and the
averaged profiles were done over the last few million iterations.
The profiles were very accurate (stdev = 0.0002) and they
were used to fit the linear profile through the MD bulk averaged
profiles. For the situations where the profiles had large peaks
near the walls (as in the case of attractive wall interactions), the
accuracy of the accommodation coefficients depends actually
on the accuracy of this linear fit through the middle bulk MD
points. The accuracy of the fit determines the accuracy of
determining Tin, Tout, qin, qout. In case these peaks are dominant
[e.g., εG-W = 0.5 in Fig. 3(c)], this results in higher errors for
the fit and consequently for the accommodation coefficients.
An estimation of the standard deviations for all the considered
simulations is given in Tables XIII–XV.

In Table XIII we have the standard deviations for the accom-
modation coefficients computed from the MD heat flux profiles
for the Ar-Pt and Xe-Pt systems. The deviations are very
small and enhance our conclusion that the accommodation
coefficients computed from MD compare very well with exper-
imental and other existing numerical models (see Table XII).

In Table XIV we compare the standard deviations of the
accommodation coefficients based on the MD temperature
profiles for all the gas-wall mass ratios (mgas/mwall = 0.5,
0.25, 0.125, 1.0) and for all the gas-wall interactions (tsLJ
εG-W = 1.0; LJ εG-W − 0.1, 0.25, 0.5). The maximum standard
deviation is around 0.0287. In general, these errors are higher
for the simulations with highly attractive walls (where there
are peaks and jumps in the MD profiles near the walls) and
smaller for repulsive wall interactions (tsLJ εG-W = 1.0). The
standard deviations tend to be smaller also for smaller gas-wall
mass ratios than for higher mass ratios also due to the presence
of the peaks near the walls (see Table XIV).

The accommodation coefficients computed from the heat
fluxes for both η = 0.005 and η = 0.2 for repulsive wall
interactions (tsLJ, εG-W = 1.0) are given in Table XV. The
statistical errors in the case of α’s computed from qx are smaller
than for α’s computed from the T profiles. For dense systems,
the standard deviations for αT can reach 0.021 in value.

TABLE XIV. Standard deviations for the accommodation co-
efficients computed based on the MD temperature profiles for all
the gas-wall mass ratios and for all the gas-wall interactions (tsLJ
εG-W = 1.0; LJ εG-W = 0.1, 0.25, 0.5).

stdev(αT )

mgas/mwall tsLJ 1.0 LJ 0.1 LJ 0.25 LJ 0.5

0.5 0.0076 0.0145 0.0216 0.0287
0.25 0.0070 0.0115 0.0183 0.0255
0.125 0.0122 0.0108 0.0169 0.0287
1.0 0.0116 0.0141 0.0155 0.0277
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TABLE XV. Standard deviations for the accommodation coeffi-
cients computed based on qx and T for dilute (η = 0.005) and dense
systems η = 0.2. In both situations the gas-wall interactions were
tsLJ, εG-W = 1.0.

η stdev (αqx
) stdev (αT )

0.2 0.0002 0.021
0.005 0.0001 0.011

VIII. CONCLUSIONS

In this paper, MD simulations including explicit walls
were conducted to study the gas-surface interface, and to
compute the effective accommodation coefficients to be used
as boundary conditions in MC simulations.

For a dilute gas (η = 0.005), we find that the accommo-
dation coefficient computed from the heat fluxes give the
most accurate heat predictions when compared to explicit MD
simulations. Maxwell-like boundary conditions based on αqx

give good results for the total heat flux qx , both for hydrophilic
and hydrophobic wall interactions.

For a dense gas, the gas-gas interactions become dominant
and using αqx

computed in the dilute gas simulations with the

same gas-gas and gas-wall interactions give large deviations
for the heat flux predictions when compared to explicit MD
results. The accommodation coefficient αMD

qx
computed from

the gas-surface interface of a dilute gas and exported to a dense
gas gives good results for hydrophobic but not for hydrophilic
wall interactions due to the overlapping of attractive wall and
clustering effect for this second case. We see that in this case,
we can get accurate results for the heat fluxes considering α

computed from the T profiles rather than from the qx , for all
the interactions except the high repulsive ones. For repulsive
interactions, αT is computed at two molecular diameters away
from the wall (the distance where the clustering effect and the
density oscillations disappear) rather than immediately near
the wall.

The effect of the interaction strength (ε), the fluid-wall
mass ratio (m1/m2), and radius ratio (r1/r2) on the heat
flux qx is characterized. The optimal thermal accommodation
coefficient is found for the fluid-wall mass ratio around 0.62
and for the case when the gas-wall radius is either high or
small in value (large difference between the gas and wall
molecular sizes). The experimental results for xenon and
argon on platinum confirm these results. The accommodation
coefficient α computed from MD compare very well with
experimental and with other numerical molecular model
results for thermal accommodation.
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