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Nucleation, aggregation, annealing, and disintegration of granular clusters
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The processes of nucleation, aggregation, annealing, and disintegration of clusters of non-Brownian
paramagnetic beads in a vibrofluidized system are experimentally investigated. The interaction among the
beads is induced by a magnetic seed composed of two dipoles allocated outside the container cell. We observe a
clearly differentiated nucleation stage, whose evolution (nucleation time versus acceleration strength) follows a
power law. Thereafter, the beads aggregate forming 2D disordered clusters around the nucleus. Both processes
(nucleation and aggregation) are determined by the competition between magnetic forces and the drag produced
by a thermal bath created by glass particles. Once the agglomerates reach a final state (shape and length), they
are annealed by increasing and decreasing the granular temperature. We found that the fractal dimension and
the lacunarity index clearly describe the structural variations of the clusters. Our discussion on this phenomenon
is addressed, making a rough analogy with the glass transition in a super-cooled liquid. Finally, we study the
disintegration of the clusters as a function of time and the density of the surrounding gas. The question is not if,
but how they disintegrate upon removing the external field; we find that the disintegration follows an exponential
decay.
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I. INTRODUCTION

Nucleation and aggregation are very frequent phenomena
in nature; for example, atmospheric aerosol nucleation [1],
colloid crystallization [2], bubble formation [3], colloidal
aggregation in microgravity [4], vesiculation of membrane
proteins [5], and meteorite formation [6]. In most of the
cases, the structures are disordered with fractal or mutifractal
characteristics [7–14].

Annealing is a process by which a solid structure is
reordered. Typically, this process involves a temperature
increment followed by a slow cooling [15,16]. This has been
applied to many physical systems: ferroic materials [17], spin
glasses [18], liquid crystals [19], and even where the effective
temperature is defined in terms of the dominant physical
variables, instead of the thermodynamic temperature [20].

Some studies on the dynamics of nucleation and crystal-
lization [21,22], aggregation [23–25], and annealing [26], in
vibrofluidized granular systems of hard spheres have been
reported, as well as similar studies using soft (interacting)
particles [27–32].

In this paper, we revisit this subject carrying out an
experimental study of the nucleation, aggregation, and an-
nealing processes of clusters composed by non-Brownian
paramagnetic particles in a vibrofluidized granular system. Our
aim is to understand how the competition among the inertial
forces due to the vibration, the drag produced by the glass and
steel particles, and ultimately the magnetic forces, drives the
dynamics of the system.

II. EXPERIMENTAL DETAILS

We perform our experiments in a transparent acrylic three-
dimensional cell (15 × 15 × 3 cm), attached to a vibrator that
produces vertical shakes; see Fig. 1(a). We use steel spheres
with diameter r0 = 1.61 mm and mass of 0.017 g, and glass
particles with diameter d = 2 mm and mass of 0.0074 g. The

glass beads are used to introduce additional stochasticity into
the system. Also, they act as a thermal bath to ensure that as the
steel particles condense or aggregate, the effective temperature
of the system does not go to zero. The concentration rate, φ, is
defined as the ratio between the number of metallic particles np

and the number of glass particles ng . To induce an interaction
among the steel beads in the system, we used two magnetic
spheres that we allocate at the rear part of the bottom cell.
The strength of the magnetic dipoles is M = 12 kG, with
a separation of l = 20 mm. The magnetic moments are set
perpendicular to the base and oriented opposite to each other;
see Fig. 1(b). Henceforth, we would refer to both dipoles as
the seed.

Image data are acquired using either a high-speed digital
camera (DRS Lightning RDT Plus) at 100 fps, or a slow
one (Pixelink PL - B742V) at 1 fps, as shown in Fig. 1(a).
Depending on the speed of the process recorded we use one or
the other.

Following P. M. Reis et al. [33], the granular temperature
is defined as: Tg = 1

2 (〈v2
x〉 + 〈v2

y〉), where vx and vy are the
components of the velocity in the 2D plane. Here the brackets
〈.〉 denote a time average. Tg is proportional to � = Aω2/g for
small intervals [27,33,34], where A and ω are the amplitude
and angular frequency given by the shaker and g is the
acceleration due to gravity.

III. NUCLEATION AND AGGREGATION

We begin our experiments keeping the system fluidized at
some specific values of � and φ. The particles inside the cell
move in a random walk homogeneously dispersed, until the
magnetic dipoles are suddenly attached under the base. The
seed induces dipole moments in the paramagnetic particles
so they interact. If this magnetic interaction overcomes the
inertial and drag forces, the particles attach to each other. It
could be perhaps of some interest for the reader to know that
the magnetic pair interaction between any two particles may
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FIG. 1. (Color online) (a) A schematic diagram of the experi-
mental apparatus. Image data are obtained from the top by a digital
camera. (b) A zoom of the zone where two neodymium magnetized
spheres are located underneath the base of the cell. These spheres
have 5 mm of diameter with a magnetization of 12 kG. Note that the
magnetization of each sphere is transmitted through the bottom of
the cell with two paramagnetic small beads embedded in the acrylic
base.

be approximately given by the interaction between two point
dipoles [27],

Ui,j = μ2

r3
ij

[μ̂i · μ̂j − 3(μ̂i · r̂ij )(μ̂j · r̂ij )], (1)

where μ is the magnitude of the dipoles, rij = |rj − ri | is
the separation distance, μ̂i and μ̂j and r̂ij are, respectively,
unit vectors in the direction of the dipole moments and in the
direction of the line between them.

Due to the magnetic interaction the nucleation starts. This
consists of a slow formation of a chain of paramagnetic
particles linking both poles of the seed [see Fig. 2(a)].
Invariably, it is observed that the paramagnetic particles adhere
to any site of the initial chain linking the two dipoles. How
fast the linear nucleus grows depends on the competition
between the magnetic interaction, which favors the chain
growth, and the inertial and drag interactions produced by
the vibration of the cell and the collisions with the glass
particles. The aggregation becomes energetically favorable
only when a chain connects the two poles of the seed. One may
use the classical nucleation theory to describe qualitatively
the nucleation and aggregation process. In such theory the
formation and size of a nucleus is explained by the change of
the free energy. This is produced by the competition of a bulk
and a surface energy. The former gives a negative contribution
and the latter a positive one. It is only when a cluster reaches
a critical size, when the bulk contribution surpasses that of the
surface and then the nucleus becomes stable. This conceptual
frame has been used to describe biopolymer’s nucleation and
aggregation [35] and nucleation and crystallization of hard
sphere colloids [2].

In the granular system studied here, the nucleation and
aggregation phenomena, as seen in Fig. 2(a), cannot be treated
using the classical nucleation theory. Nevertheless, given some
similarities we can lay down the following heuristics: The
growth of the 2D clusters is also a competition between two
processes that finally induces a reduction of free energy. On

FIG. 2. (Color online) (a) A sequence of photographs showing
the nucleation process. A chain must form before the aggregation
begins. In this example, � = 2.9 and φ = 0.05. Time is measured in
seconds. Note the large time elapsed for the chain to form compared
to the time it takes a further aggregation. (b) The change in free energy
as a function of the number of paramagnetic beads in the cluster, N .
N∗

0 is the critical size of the nucleus and �G∗ is the nucleation barrier.

one hand, there is a positive linear contribution to form the
primary chain (proportional to N , where N is the number of
beads) and a negative one that grows quadratically to increase
the area of the cluster (proportional to N2); see Fig. 2(b).
The signs are justified if we recall that in the first case (the
growth of the chain) there are unsaturated bonds while in
the second, the bonds in the “bulk” are saturated. Exactly as
in molecular nucleation. Then, one can write the following
expression for the free-energy change: �G ∝ N − N2

10 . The
denominator in the second term is introduced to constrain the
cluster to the size of the seed. Accordingly, at N = N∗

0 = 5
(�G = �G∗) the quadratic term starts to dominate and �G

has an inflection point. The cluster starts to be stable only when
�G = 0 (N = 10).

In molecular and mesoscopic systems it is hard to describe
the nucleation stage and the temporal evolution of the
aggregation. Indeed, three time scales are always needed [35].
In our case it is much easier. We can define the nucleation
time τ as the time in which the primary chain (the chain that
links the dipoles) completely forms. Let us remark that in
this stage small chains can form (for example, as lengthy as
N = 3) but quickly disintegrate because �G is still positive.
τ is measured starting right after the seed is put on its position
(both dipoles) until the formation of a full chain connecting
the magnetic points; see Fig. 2(a). Phenomenologically, we
found that τ as a function of � exhibits a power-law behavior
and diverges at �∗ = 3 (see Fig. 3). Note that the denser the
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FIG. 3. (Color online) The nucleation time as a function of �∗ −
�, where �∗ = 3, for four different values of φ (where np = 89).
Inset: the straight line shows that the nucleation time follows a power
law with �∗ − �. b is the slope of the line. τ0 is the time at which the
formation of the primary chain occurs at � = 2.9. Clearly, τ0 varies
with φ.

bath is (in this case, low φ), the lower the nucleation time.
This is because energy injected to the system is reduced by
dissipation and, thus, the nucleation is driven mostly by the
magnetic interaction. The opposite happens, however, for the
case of a dilute gas (where the inertial forces dominate).

What we observe in the high-speed camera films during the
aggregation process can be qualitatively described as follows:
when a paramagnetic particle passes near to the primary chain,
a dipolar magnetic moment is induced on it. They interact
and the bead can be trapped in a local minimum of energy.
This lateral aggregation repeats until the cluster reaches its
maximum size. Due to the finite size and interaction of the
magnetic beads, as the aggregate increases, the magnetic
interaction intensity decreases. Then, the maximum size of
the cluster is reached when the magnetic interaction becomes
too weak to counteract the drift effect due to collisions with
glass particles and the inertial effects due to the vibrations.
Similar observations have been reported in other magnetic
systems [27,28,31,32]. During the aggregation process some
branches may grow [see Figs. 4(a)–4(f)]. It occurs some times
that, when two branches connect to each other, an excluded
area or void is generated. Then some glass particles can fall
in this reduced region. Due to the collisions with the borders
of the void, these particles lose kinetic energy and remain
dynamically arrested.

Since the clusters studied in this work are 2D structures
immersed in a thermal bath, at the early stages of the
aggregation process the whole structure evolves in time.
However, after a characteristic time, the cluster reaches a
stable configuration. This is what we call the final structure
of the cluster. Bear in mind that the final structure is not
unique but varies at each experiment. This is because there
are large fluctuations and the strong competition between
inertial and magnetic forces generates a chaotic dynamics. One
can observe in the photographs that the final structure of the

FIG. 4. Photographs (a)–(f) show the final structures of the
aggregates. Here, � = 2.56 and φ = 0.105, 0.211, 0.317, 0.428, 0.6,
and 0.84, respectively, where ng = 952. Photographs (a′)–(f′) show
the corresponding final structure of the clusters after an annealing
process produced by changing � in steps of �� = 0.03, sustaining
each acceleration during a time interval of t = 10s.

clusters has, in general, disordered (vitreous) characteristics,
containing some impurities (glass particles). Figures 4(a)–4(f)
show the structures obtained for different values of � and φ.
Empirically, we have found that 5 min of vibration with no
structural changes in a cluster is enough to claim that such
cluster is in a stable configuration.

IV. ANNEALING

One of the simplest ways to generate a glass is by
supercooling a liquid. When the molecules in a liquid lose their
capability to explore their entire phase space due to a sudden
cooling process, they become trapped in a local minimum of
free energy. Under these conditions the liquid transforms into
a nonordered solid structure that emerges as a consequence of
the large number of molecules trapped in metastable states.
There, the system exhibits a very slow dynamics. We can
anneal such disordered structures if the system is heated up,
close to the melting point. Once the molecules recover the
capability to access the phase space, the system is cooled
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FIG. 5. (Color online) (a) Shows the radial distribution functions
of the final structure obtained by the clusters exposed to heating-
cooling processes with different ramps (R1, R2, and R3) where
�� =0.34, 0.11, and 0.03 with time intervals from 10 to 30 s. The
inset shows a zoom of the lines for short r . (b) Shows the compaction
changes in these 2D structures in terms of the surface integral of
the mass radial distribution. The inset shows a zoom of the annealed
structure depicted in Fig. 4(d′).

slowly in order to reach a deeper minimum of energy. By
repeating this procedure, a crystalline structure is obtained.

Now we discuss how this annealing phenomenon can be
reproduced in our system. Taking a disordered cluster, we
increase � following a given ramp to reach a maximum
granular temperature and then return to its initial value. We set
different ramps with (�� = 0.03–0.34 and �t = 10–30 s).

What we observe is that for most of the ramps, the final
structure obtained after the first heating-cooling cycle is more
compact. Furthermore, when the cooling rate is slow enough,
the compaction degree and order attained in the structure are
higher, see Figs. 4(a′)–4(f′) [see in the inset of Fig. 5(b) a zoom
of the image depicted in Fig. 4(d′)]. For large cooling rates,
disordered structures are always obtained. Indeed, we have
found that, for any φ, it is enough to impose a cooling rate of
�� =0.03 every 10 s to obtain an ordered structure.

To characterize and quantify the attained degree of order,
we calculate the radial distribution of mass. For 2D objects
this quantity is given by the following expression:

g(r) = M(r + �) − M(r)

π [(r + �)2 − r2]
, (2)

where M(r) is the mass contained in a circle of radius r and � is
a small increment in r . This radial distribution for our clusters

was obtained from high resolution digital pictures making a
high-contrast treatment.

Figure 5(a) shows the radial distribution function of the
structures obtained after three annealing cycles with different
� ramps. Clearly, after the annealing cycles, the clusters
become more compact. When the annealing is slow (R3),
a close-packed structure with hexagonal patches is clearly
observed [see the inset of Fig. 5(b)], where it is clear that
g(r) flattens for small values of r (in other words, corrals
or voids, responsible for the fluctuations, disappear). An
average compaction coefficient, �, can be calculated directly
by integrating g(r). Figure 5(b) shows the evolution of �(r/r0)
with the annealing cycles. Here, r0 is the particle diameter. The
upper curve shows �(r/r0) before the annealing and the other
curves show after the annealing with different ramps.

In order to quantify the structural changes generated by
the annealing, it is convenient to evaluate the evolution of
the lacunarity index Fλ. This quantity is used to evaluate
some characteristics of the pixel distribution, and statistically
describes not only the local occupancy factor, but how the
lacunae and inhomogeneities occur at different scales in the
structure. It might also capture some information related to
the main symmetries of the interactions responsible of the
aggregation. In this sense, the lacunarity index has been used
to describe landscape textures. In order to find this index, we
follow the next steps: (i) we draw ten sets of concentric boxes
of relative size ε that changes exponentially, at different sites of
the structure (ε = 1 means that the whole structure fits inside
a box), (ii) we measure the number of pixels inside boxes
of equal sizes, and (iii) we calculate Fλ = (σ/μ)2, where σ

and μ are, respectively, the standard deviation and the average
number of the pixel distributions.

Figure 6 shows Fλ obtained from a structure at two different
times of the annealing process. Clearly, if Ln(ε) < Ln(ε0)
(scales shorter than r0) the corresponding values of Fλ

increase; after that (scales larger than r0) the values of the
lacunarity index reduce and even more when the border of the
structure is reached.

We now evaluate the correlations coexisting in the
structures during the annealing process. In particular, we

FIG. 6. (Color online) Fλ vs. ε for the clusters of Fig. 7(c) at
t1 = 1 and 120 s. Inset: Log-log graph of the average number of
pixels (m) versus L for such clusters. The slopes of the fitted straight
lines are the corresponding mass fractal dimensions. The lines were
separated by a constant to appreciate their differences.
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characterize the complexity of some structures by considering
the mass fractal dimension. This quantity can be defined by
means of the following power law m ∝ LD , where m is the
mass contained in square boxes of lateral size L. Providing
this power law fits well the experimental measurements, D

is the mass fractal dimension of this 2D object. The practical
procedure to determine D is as follows: we draw a number of
equally separated concentric square boxes of side L centered
at a given site. The number of pixels contained in the boxes
is proportional to the mass. This procedure is repeated for
several different sites of the digital picture. Then, we average
the number of pixels for boxes of the same size. This allows
us to avoid the effects of small local inhomogeneities and
makes it possible to capture the statistical correlations of the
structure [36]. D is the slope of the resulting straight line fitting
the experimental data (see inset of Fig. 6).

To follow the evolution of the structures [for example,
the one in Fig. 4(d)] under the annealing process, we plot
a mean value of Fλ (�) and the mass fractal dimension D, as
a function of �, for four heating-cooling cycles; see Fig. 7.
In the first cycle, we can observe the strongest change in the
area of the structure (black squares in the inset). Note that
the area oscillates. This is because upon heating the system
(i.e., when � is increased), the area of the cluster diminishes,
and when cooling, it slightly augments. The envelope follows
the crests of these oscillations. We found empirically that
four cycles are sufficient to obtain a small amplitude in the

FIG. 7. (Color online) (a) Shows the evolution of the lacunarity
index of the cluster in Fig. 4(d), in Fig. 4, from � = 2.56 to � = 2.9,
with a change of �� = 0.03 each 10 s. Note that in each cycle �

decreases. The inset shows the change in the area of the cluster. The
initial increasing part of the curve shown with magenta diamonds
corresponds to the moments of aggregation. (b) The corresponding
evolution of the fractal dimension D after four annealing cycles. Note
that in each cycle D increases. (c) The cluster structure at four times
(in seconds) during the first annealing cycle.

oscillations. The annealing reduces the number of lacunae
because the particles reaccommodate themselves, relaxing into
deeper free-energy minima. In these physical conditions a
crystalline-like structure forms; see Fig. 7(c).

Disintegration

Finally, we explore the physical situation when disintegra-
tion occurs. How fast this event occurs depends on several
factors: obviously, the concentration of magnetic and glass
particles (φ) and the strength of magnetic moment of the
seed and particles. For the sake of simplicity, we conduct
experiments under the following conditions: we start with a
formed cluster for a given value of φ, then suddenly we remove
the magnetic dipoles and follow the process of disintegration.
As expected, the general trend we observed is a diffusive flow
from the region occupied by the cluster toward the periphery,
which roughly resembles the diffusive process of an ink droplet
put into water [37] [see Fig. 8(a)]. To describe the kinetics
of the disintegration of the clusters under these conditions
let us define C as the concentration of particles in a given
area and time. C has its maximum value C0 just before the
field (both spherical dipoles) is removed (we call this time
t = 0). Thereafter, the concentration decreases to reach a
basal value Cf , which is the number of paramagnetic particles
when they are homogeneously distributed in the whole cell. A
reasonable supposition is that the time rate of the disintegration
is proportional to C − Cf ,

dC

dt
= −k(C − Cf ), (3)

FIG. 8. (Color online) (a) A sequence of snapshots to illustrate
the disintegration of a granular cluster at � = 2.9 and φ = 0.047 (for
np = 89). Time is measured in milliseconds. (b) C as a function of
time for � = 2.9 and five relative concentrations φ = 0.035, 0.047,
0.07, 0.14, and 1. C is the concentration of beads inside the yellow
box at a given time. The solid line is the best fit for φ = 1. The curves
collapse when time is normalized to tc. We plot in the inset tc − tm
vs. φ; see the text for details.
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where 1/k is a characteristic time tc at which C0 dimin-
ishes by a 1/e factor. This rate equation has a simple
solution:

C = Cf + (C0 − Cf ) exp(−kt) . (4)

The measured concentrations for various values of φ (0.035,
0.047, 0.07, 0.14, 1) are shown in Fig. 8(b). The solid line is the
best fit obtained using equation 4 for φ = 1. Interestingly, as
φ decreases (i.e., ng increases), tc increases. This is due to the
fact that the metallic beads diffuse out of the region formerly
occupied by the cluster through a denser medium of glass
beads. The inset of Fig. 8(b) confirms this. Indeed, the power
law tc = tm + αφβ (where tm, α, and β are fitting parameters
whose values are 67, 1.42, and 1.46 ms, respectively) implies
that if φ is very small tc diverges, and if it is very high (for
example, only one glass bead in the cell) the second term is
null and tc is close to tm. In other words, tm is the minimum
time the cluster will take to disintegrate in “vacuum” (at a
given �). In future work we will investigate how the above
parameters depend on �.

V. CONCLUSIONS

The processes of nucleation, aggregation, annealing, and
disintegration in a driven granular system, composed by

paramagnetic beads immersed in a thermal bath of glass
beads, are studied. We learned that, during the accretion, the
nucleation and aggregation are well-differentiated processes.
As far as we know, this is the first time that a nucleation
process has been experimentally studied in a macroscopic
system formed by interacting beads. Based on the analogy
with the annealing of a molecular glass, and on some
quantitative measures of the complexity of the structure of the
aggregates (mass distribution function, lacunarity index, and
fractal dimension), the annealing of a granular aggregate was
quantified and discussed in detail. This helped us to also learn
that, in spite of the anisotropy of the magnetic potential, the
annealing induces structural rearrangements where hexagonal
patches are observed. Finally, we found that upon removing
the external magnetic field, the clusters disintegrate through
the surrounding granular gas with a characteristic exponential
decay that depends on φ.
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(2008).
[30] O. Carvente, G. G. Peraza-Mues, J. M. Salazar, and J. C. Ruiz-
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