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#### Abstract

In this paper we describe the mechanism of the charged particle acceleration in space plasma systems. We consider the interaction of nonrelativistic particles with a sub-Alfvenic plasma jet originated from the magnetic reconnection. The sharp front with increased magnetic field amplitude forms in the jet leading edge. Propagation of the jet in the inhomogeneous background plasma results in front braking. We show that particles can interact with this front in a resonance manner. Synchronization of particle reflections from the front and the front braking provides the stable trapping of particles in the vicinity of the front. This trapping supports the effective particle acceleration along the front. The mechanism of acceleration is potentially important due to the prevalence of the magnetic reconnection in space and astrophysical plasmas.
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## I. INTRODUCTION

Modern in situ spacecraft observations in the near-Earth plasma environment [1,2], numerical models [3,4], and indirect observations in the solar corona [5] suggest that the transient magnetic reconnection releases some portion of the stored magnetic field energy in a form of plasma jets with sharp fronts. These fronts are characterized by the strong increase of the magnetic field amplitude and propagate with a subAlfvenic velocity. Jets with distinguished fronts were found in the Earth [6], Jupiter [7], and Mercury [8] magnetospheres owing to various spacecraft missions. Interaction of jets with the surrounding plasma medium results in charged particle acceleration [9-12]. The primary region of this acceleration is the jet front [13].

For the magnetic reconnection region located in planetary magnetotails or in the solar corona, the propagation of plasma jets away from the X-line corresponds to the front motion towards the planet (or towards the initial corona magnetic loop). Eventually, the plasma jet should be stopped by the increased background magnetic field-so-called jet breaking [14]. Thus, there is a certain region where the velocity of front propagation is decreasing (see recent statistics in papers $[15,16])$. In this paper we show that such front braking (slowing down) gives rise to a new resonance mechanism of the charged particle acceleration. This mechanism resembles the classical shock drift acceleration [17], however, it is more effective in comparison with the drift acceleration. Because of the front braking, the particle reflections from the front can be synchronized with the decrease of the front velocity. In this case, particles do not cross the front and move with it-this is resonant interaction. Thus, particles are trapped by the front similarly with the classical surfatron trapping $[18,19]$. The magnetic field gradient at the front supports the charged particle drift along the front, i.e., along the convection electric field corresponding to the front motion. As a result, trapped particles can stably gain energy ahead of the front until their reflections are synchronized with the front propagation. This synchronization is impossible for fronts with a constant velocity of propagation. Therefore, we propose the mechanism of resonant particle acceleration.

The system configuration includes the moving front [see Fig. 1(a)] and the inhomogeneous background magnetic field.

The front is characterized by the sharp increase of the $B_{z}$ component of the magnetic field. The front propagates along the $x$ direction with the velocity $\hat{v}_{\phi}(x)$. The background magnetic field has one component $B_{z}$, which increases with $x$. The full magnetic field configuration includes the background $B_{x}(z)$ component, which reverses at the $z=0$ plane and increases with $|z|$ [13]. We assume that charged particles are trapped between corresponding mirror points located below and above the plane $z=0$, thus, one can consider the system averaged over particle bounce oscillations [20,21]. This simplified consideration allows us to directly describe the new mechanism of the particle acceleration without introducing additional invariants of motion.

## II. ANALYTICAL ESTIMATES

The magnetic field of the simplified configuration includes only one component $B_{z}$, which can be written as a sum of the background field $B_{0}\left(x / L_{x}\right)$ and the front field $B_{f}\left(x / L_{x}\right) f(\phi)$ (here $L_{x}$ is the spatial scale of system inhomogeneity along the $x$ direction). The function $f(\phi)$ determines the front structure and dynamics, while the phase $\phi$ is

$$
\begin{equation*}
\phi=\frac{1}{L_{f}} \int_{L_{x}}^{x} \ell\left(x^{\prime} / L_{x}\right) d x^{\prime}-\frac{v_{\phi} t}{L_{f}}+\phi_{0}, \tag{1}
\end{equation*}
$$

where $\phi_{0}$ is an initial phase, $L_{f}$ is the front thickness, $v_{\phi}$ is the initial front velocity, and $\ell\left(x / L_{x}\right)$ is the dimensionless function determining evolution of the effective front velocity $\hat{v}_{\phi}(x)=v_{\phi} / \ell\left(x / L_{x}\right)$. We consider the space domain $x / L_{x}>1$ with $\ell(1)=1$. Because the dynamical evolution of the front is poorly studied, we choose the phase $\phi$ similar to a phase of waves propagating in the inhomogeneous medium [22]. Thus, we keep the effective wave-frequency constant $v_{\phi} / L_{f}=$ const and vary the effective wave-number $\ell(x) / L_{f}$. This is not unique approach to describe the evolution of the front, but we suggest that this approach is quite reasonable and simple.

The convection electric field has the single component $E_{y}\left(x / L_{x}, \phi\right)$. We assume that $E_{y}$ can be written as $E_{y}=$ $E_{f}\left(x / L_{x}\right) f(\phi)$. The function $E_{f}\left(x / L_{x}\right)$ can be determined from the Maxwell equation $\partial E_{y} / \partial x=-c^{-1}\left(\partial B_{z} / \partial t\right)$ :

$$
\begin{equation*}
f(\phi) \frac{\partial E_{f}}{\partial x}+E_{f} \frac{\partial f(\phi)}{\partial \phi} \frac{\partial \phi}{\partial x}=-\frac{1}{c} \frac{\partial \phi}{\partial t} B_{f} \frac{\partial f(\phi)}{\partial \phi} . \tag{2}
\end{equation*}
$$



FIG. 1. Schematic view of the system (a). Profile of the $f(\phi)$ function (b).

Comparison of two terms in the left-hand side of this equation gives

$$
\begin{equation*}
\frac{f}{E_{f}} \frac{\partial E_{f}}{\partial x}\left(\frac{\partial f}{\partial \phi} \frac{\partial \phi}{\partial x}\right)^{-1} \sim \frac{L_{f}}{L_{x}} \tag{3}
\end{equation*}
$$

Thus, we can omit the first term when the front thickness $L_{f}$ is much smaller than the inhomogeneity scale of the magnetic field variation $L_{x}\left(L_{f} \ll L_{x}\right)$. This approximation substantially simplifies the final expression for the convection electric field: $E_{y} \approx\left(\hat{v}_{\phi} / c\right) B_{f}\left(x / L_{x}\right) f(\phi)$. Moreover, for the particular case of $B_{f} \sim \ell(x)$ our approximation provides the exact expression for $E_{y}$ (in this case $E_{f} \sim \hat{v}_{\phi} B_{f}$ does not depend on $x$ ).

Dimensionless profiles of front magnetic and electric fields are shown for three moments of time in Fig. 2. With time the leading edge of the front becomes more sharp (here we
use $\ell \sim x^{\alpha}$ and $B_{f} \sim \ell^{\sigma}$ ). For constat $B_{f}$ (i.e., for $\sigma=0$ ) the electric field amplitude decreases during front propagation $E_{f} \sim B_{f} / \ell \sim \ell^{-1}$. For growing $B_{f} \sim \ell$ (i.e., for $\sigma=1$ ) the electric field amplitude is constant $E_{f} \sim B_{f} / \ell \sim$ const.

For the simplified system with $B_{f}=$ const, $\ell=$ const, several models with various functions $f(\phi)$ were considered before: $f(\phi)=\sin \phi[23,24], f(\phi)=\tanh (\phi)[9,25], f(\phi)=$ $\phi \exp \left(-\left(\phi+\phi_{0}\right)^{2}\right)$ [26]. Here we use $f(\phi)=(1 / 2)(1-$ $\tanh \phi) \exp \left(-\phi^{2} / s_{0}\right)$ with $s_{0}=100$ [see Fig. 1(b)]. This model describes all the main properties of observed fronts [6]: 1) the sharp increase of the magnetic field in the front (the small value of $\left.L_{f}\right), 2$ ) the weak gradient behind the front ( $s_{0} \gg 1$ ). We assume that the front has a finite size along the $y$ direction in agrement with spacecraft observations [27].

In contrast to the previous models $[20,25,26]$ the function $f(\phi)$ is positive for all $\phi$ values [see Figs. 1(b), 2]. The magnetic surfatron $[20,24]$ (or magnetic trapping [25]) mechanism of the charged particle acceleration cannot be realized in the system with $f(\phi)>0$ because this mechanism requires the presence of magnetic field nulls [ $B_{0}+B_{f} f(\phi)=0$ ] [23]. Moreover, we do not include any electrostatic fields which can be responsible for the classical surfatron acceleration [28-30]. Thus, we consider an acceleration mechanism different from the surfatron.

We describe an interaction of the front and a nonrelativistic ion with the charge $q$ and the mass $m$. Corresponding equations of motion can be written as

$$
\begin{align*}
& \dot{v}_{x}=v_{y}\left(\Omega_{0}(x)+\Omega_{f}(x) f(\phi)\right) \\
& \dot{v}_{y}=\hat{v}_{\phi}(x) \Omega_{f}(x) f(\phi)-v_{x}\left(\Omega_{0}(x)+\Omega_{f}(x) f(\phi)\right) \tag{4}
\end{align*}
$$

where $\left\{v_{x}, v_{y}\right\}$ are components of the particle velocity (we do not take into account the particle motion along the $z$ direction, because the system is $z$ averaged), $\Omega_{0}(x)=$ $q B_{0}(x) / m c, \Omega_{f}(x)=q B_{f}(x) / m c$. In the vicinity of the Cherenkov resonance, $v_{x}=\hat{v}_{\phi}(x)$ two terms $\sim \Omega_{f}(x)$ in the


FIG. 2. Magnetic field profiles $B_{f}\left(x / L_{x}\right) f(\phi)$ for two values of $\sigma$ and three time moments. We take $L_{x} / L_{f}=20$ and $s_{0}=10$ for illustration. Grey area shows the leading edge of fronts where $d f / d \phi<0$.
second equation (4) are canceled out and we can rewrite this system as

$$
\begin{align*}
d \hat{v}_{\phi} / d t & =v_{y}\left(\Omega_{0}(x)+\Omega_{f}(x) f(\phi)\right)  \tag{5}\\
\dot{v}_{y} & =-\hat{v}_{\phi}(x) \Omega_{0}(x)
\end{align*}
$$

The second equation can be integrated with $d / d t=$ $\hat{v}_{\phi}(x) d / d x$. Thus, we can write the condition of resonant interaction of particles with the front:

$$
\begin{align*}
\hat{v}_{\phi}(x) \frac{d \hat{v}_{\phi}(x)}{d x}= & \left(\text { const }-\int_{x_{0}}^{x} \Omega_{0}\left(x^{\prime}\right) d x^{\prime}\right) \\
& \times\left(\Omega_{0}(x)+\Omega_{f}(x) f(\phi)\right) \tag{6}
\end{align*}
$$

where $d v_{y} / d x=-\Omega_{0}(x)$. For the surfatron mechanism in a homogeneous field $\left(d \hat{v}_{\phi} / d x=0\right)$ this resonant condition can be satisfied only if $\Omega_{0}+\Omega_{f} f(\phi)=0$ for some $\phi$ value $[20,25]$ or if there is an additional term in the right-hand side of Eq. (6) corresponding to an electrostatic field [28-30]. However, here we consider the new mechanism when the resonant condition (6) is satisfied due to $d \hat{v}_{\phi} / d x \neq 0$ for $\Omega_{0}+\Omega_{f} f(\phi)>0$.

We introduce simple functions to describe the system inhomogeneity along the $x$ direction: $\Omega_{0}(x)=\bar{\Omega}_{0} \ell^{\sigma}(x), \Omega_{f}(x)=$ $\bar{\Omega}_{f} \ell^{\sigma}(x)$, and $\ell(x)=\left(x / L_{x}\right)^{\alpha}$, where $\bar{\Omega}_{0}, \bar{\Omega}_{f}, \alpha, \sigma$ are constants. At this time spacecraft observations and numerical modelings (e.g., $[12,31]$ ) cannot give any clear information about how $\hat{v}_{\phi}$ depends on the magnetic field inhomogeneity $\sigma$. Thus, we consider both scenarios: the front braking (the decrease of $\hat{v}_{\phi}$ with $x$ ) in the homogeneous magnetic field with $\sigma=0$ and the front braking in the inhomogeneous magnetic field with $\sigma \neq 0$. The first scenario is simpler for analytical estimates, while the second scenario is more realistic. For the second scenario the amplitude of the convection electric field $\hat{v}_{\phi}(x) B_{f}(x) \sim \ell^{\sigma-1}$ grows with $x$ for $\sigma>1$. For the first scenario $\hat{v}_{\phi}(x) B_{f}(x)$ decreases with $x$ (see Fig. 2).

Resonance condition (6) can be rewritten as

$$
\begin{equation*}
f(\phi)=\frac{\bar{\Omega}_{0}}{\bar{\Omega}_{f}}\left(r^{2} \alpha(1+\sigma \alpha) \ell^{-2(1+\alpha+\alpha \sigma) / \alpha}-1\right) \tag{7}
\end{equation*}
$$

where $r=v_{\phi} /\left(\bar{\Omega}_{0} L_{x}\right)$ and we choose $x_{0}$ to remove the constant term in Eq. (6). If Eq. (7) has a solution $\phi^{*}$ then particles can be captured into the resonance. The function $f(\phi)$ is positive and less than one. Thus, we can determine the spatial domain where the resonance condition is satisfied [i.e., where Eq. (7) has a solution]: $\ell_{\text {min }}<\ell<\ell_{\max }$ with

$$
\begin{align*}
\ell_{\max }= & r^{\alpha /(1+\alpha+\sigma \alpha)}(\alpha(1+\sigma \alpha))^{\alpha /(2+2 \alpha+2 \sigma \alpha)}, \\
& \times \ell_{\min }=\ell_{\max }\left(\frac{\bar{\Omega}_{f}}{\bar{\Omega}_{0}}+1\right)^{-\alpha /(2+2 \alpha+2 \sigma \alpha)} . \tag{8}
\end{align*}
$$

The latter condition $\ell>\ell_{\text {min }}$ is satisfied for a large enough front amplitude ( $\bar{\Omega}_{f} \gg \bar{\Omega}_{0}$ ). The condition $\ell<\ell_{\max }$ determines the maximum possible gain of energy. We can write the following expression for the $v_{y}$ component of the particle velocity in the resonance:

$$
\begin{equation*}
v_{y} / v_{\phi}=-\frac{1}{r} \frac{\ell^{(1+\sigma \alpha) / \alpha}}{1+\sigma \alpha} \tag{9}
\end{equation*}
$$



FIG. 3. Profiles of $h(\alpha, \sigma)$ function for four values of $\alpha$.

Therefore, we obtain estimates of the maximum value of $\left|v_{y}\right|$ :

$$
\begin{align*}
\max \left|v_{y} / v_{\phi}\right| & <r^{-\alpha /(1+\alpha+\sigma \alpha)} h(\alpha, \sigma) \\
h(\alpha, \sigma) & =\frac{\alpha^{(\alpha \sigma+1) /(2+2 \alpha+2 \sigma \alpha)}}{(1+\sigma \alpha)^{(1+2 \alpha+\sigma \alpha) /(2+2 \alpha+2 \sigma \alpha)}} \tag{10}
\end{align*}
$$

Function $h$ decreases with $\sigma$ (see Fig. 3) and for fixed $\alpha$ the acceleration is the most effective for $\sigma \rightarrow 0$. For example, in the Earth magnetotail we have $L_{x} \sim 2-10 R_{E}$ [15,16], where $R_{E} \approx 6400 \mathrm{~km}$ is the Earth radius. The amplitude of the front velocity is within the range $v_{\phi} \sim 500-1500 \mathrm{~km} / \mathrm{s}$, and the amplitude of the background magnetic field is $B_{0} \sim 1-10 \mathrm{nT}$. Corresponding estimates for $\alpha=1$ and $\sigma=0$ gives the maximum proton energy $\sim \max \left|v_{y}\right|^{2}$ from ten keV up to a few hundred $\mathrm{keV} \mathrm{km} / \mathrm{s}$ (see Fig. 4). For moderate values of $v_{\phi} \sim 500 \mathrm{~km} / \mathrm{s}$ protons can gain $10-100 \mathrm{keV}$. This gain of energy is comparable with the spacecraft observations (see $[12,13]$ and references therein).


FIG. 4. Maximum energy gained by protons due to resonant acceleration $\sim \max \left|v_{y}\right|^{2}$ is shown as a function of system parameters.


FIG. 5. (Color online) The particle trajectory is shown in the ( $x, y$ ) plane (a) and in the ( $x, v_{x}$ ) plane (b). The fragment of the particle trajectory in the trapping is shown in the ( $\phi, d \phi / d t$ ) plane (c). The particle energy and $d \phi / d t$ as functions of time are shown in (d), (e). Grey and black colors are used for fragments before the trapping and after the escape from the resonance, while the red color shows the fragment of the trapped motion. System parameters are $L_{x}=100 \rho_{0}, v_{\phi}=3 v_{0}, L_{f}=0.3 \rho_{0}, \alpha=1, \sigma=0$, where the initial particle energy is $H=v_{0}^{2} / 2$ and the initial particle Larmor radius is $\rho_{0}=v_{0} / \bar{\Omega}_{0}$. The front magnetic field is nonzero only for $y / \rho_{0} \in[-5,5]$. For the typical conditions in the Earth magnetotail $\rho_{0} \sim 1000-2000 \mathrm{~km}$ and, thus, we have $|y|<10^{4} \mathrm{~km}$ in agreement with spacecraft observations [27].

## III. NUMERICAL SIMULATIONS

To demonstrate particle dynamics in the resonance we solve system (4) numerically. We start with the simplest case of homogeneous magnetic field $\sigma=0$. Figure 5(a) shows the typical particle trajectory: grey and black colors are used for the initial (before the trapping) and the final (after the escape) Larmor rotations corresponding to the particle motion in the background magnetic field. The red color shows the fragment of the trajectory when the particle moves with the front and gains energy due to the drift along the front. In the $(x, y)$ plane the particle trajectory looks like two Larmor circles connected by the resonant fragment. The resonant particle reflects from the front several times, while the front transports this particle along the $x$ direction. As a result, the resonant fragment of the trajectory (red curve) is a combination of the motion in the $x$ direction with the front velocity $\hat{v}_{\phi}(x)$ and the drift motion in the $-y$ direction.

Figure 5(b) demonstrates the same trajectory in the ( $x, v_{x}$ ) plane. One can see that the particle resonant motion is characterized by $v_{x}$ oscillations around the value of the front velocity, i.e., $v_{x} / v_{\phi} \sim 1$. This is the classical phase trapping picture, which can be confirmed also by Fig. 5(c): the particle quasiperiodically oscillates in the plane ( $\phi, d \phi / d t$ ). Oscillations of $d \phi / d t$ around zero value (i.e., the particle motion with the front) are well seen in Figs. 5(c), (e). These quasiperiodical oscillations correspond to the particle acceleration [see Fig. 5(d) where the particle energy $H=$ $\left(v_{x}^{2}+v_{y}^{2}\right) / 2$ is shown]. The particle energy oscillates, but the amplitude of these oscillations increases. After the particle escape from the resonance, the energy is substantially larger than the initial value.

Effects of the inhomogeneity of the background magnetic field $(\sigma \neq 0)$ on the particle acceleration are demonstrated in Fig. 6. We show particle trajectories in the $(x, y)$ and $\left(v_{x}, v_{y}\right)$ planes. Red color indicates fragments of the resonant (trapped) motion. The increase of $\alpha$ and a nonzero value of $\sigma$ slightly modify trajectories. Here we consider the front with a finite width in the $y$ direction. Thus, particles escape from the resonance around the front boundary and the corresponding final energy is determined by the front width. This energy is smaller than estimates given by Eq. (10) for all used values $\sigma$
and $\alpha$. As a result, the final energy is approximately the same for all three examples with different $\sigma$ shown in Fig. 6. Effects of the magnetic field configuration $(\sigma \neq 0)$ may play a more


FIG. 6. (Color online) Three particle trajectories are shown in the $(x, y)$ plane (a,c,e) and in the $\left(v_{x}, v_{y}\right)$ plane (b,d,f). The black color is used for fragments before the trapping and after the escape, while the red color shows the fragment of the trapped motion. System parameters are the same as in Fig. 5.
important role and determine the final energy for wide enough fronts. However, in this case the classical mechanism of the particle drift acceleration may be important as well [17,21]. An investigation of effects of front breaking on the particle nonresonant drift acceleration is beyond the scope of this paper. We can conclude that for narrow enough fronts the inhomogeneity of the background magnetic field does not substantially change the character of the resonant particle motion.

Trapped particles move along the untwisted spiral in the ( $v_{x}, v_{y}$ ) plane (see right panels in Fig. 6). This is drastically different from the classical motion of trapped particles when only the $v_{x}$ component oscillates, while the $v_{y}$ component grows due to acceleration along the front (the surfatron acceleration, e.g., [19]). Obtained particle trajectories resemble trajectories of particles trapped by a circular wave into the gyrosurfatron regime of acceleration [32]. Trapped particles are reflected from the front and cannot cross it due to the front braking. Thus, we would rather deal with the gyroresonance acceleration than with the classical Landau resonance describing the surfatron mechanism [19,24].

A resonant interaction of particles with braking front corresponds to the decrease of the front velocity $\hat{v}_{\phi}$ and, as a result, the averaged value of $v_{x}$ also should decrease. However, trajectories shown in Figs. 5 and 6 in the ( $v_{x}, v_{y}$ ) plane have such large amplitudes of oscillations of the $v_{x}$ component that this decrease of averaged $v_{x}$ cannot be seen. To show that the resonant velocity indeed decreases we plot separately the $v_{x}$ component as a function of time in Fig. 7. The blue curve shows $\hat{v}_{\phi}$ along the trajectory. Before the resonant trapping and after the escape from the resonance (shown by dotted curves) the velocity $\hat{v}_{\phi}$ oscillates with the $x$ coordinate of the gyrorotating particle. In the resonance we can clearly see that $\hat{v}_{\phi}$ calculated along the trajectory decreases (see the bottom panel of Fig. 7), while the $v_{x}$ component oscillates around $\hat{v}_{\phi}$.


FIG. 7. (Color online) The dependence of $v_{x}$ on time is shown with the $\hat{v}_{\phi}(x)$ profile (in blue) for the trajectory presented in top panels of Fig. 6. Fragment of $\hat{v}_{\phi}(x)$ variation along the trajectory in the resonance (indicated by grey color in the top panel) is shown in the bottom panel.

Besides the resonant acceleration, there is a simple reflection of particles from the front with an energy gain [9,17,21]. To compare these two mechanisms (the resonant acceleration of trapped particles and the nonresonant reflection) we numerically integrate $10^{6}$ trajectories with the same initial energy and plot the final energy distribution in Fig. 8. The energy distribution consists in two parts: 1) the small energy part $\left(2 h<5 v_{\phi}^{2}\right)$ corresponds to particle reflection from the front and 2) the high-energy tail $\left(2 h>5 v_{\phi}^{2}\right)$ contains particles accelerated by the resonant mechanism [see typical trajectories (a) and (b) in Fig. 8]. The boundary between these two populations in the energy space is not very distinctive because trajectories of resonant particles with only one period of oscillations look very similar to trajectories of reflected particles. Thus, we can only guarantee that particles with $2 h>5.5 v_{\phi}^{2}$ are really accelerated by a resonant mechanism, while particles with $2 h \sim 5 v_{\phi}^{2}$ can be accelerated by both resonant and nonresonant mechanisms. Figure 8 shows that the resonant interaction allows particles to gain larger energy in comparison to the energy gained by reflected particles. However, the resonance is available only for particles with certain (resonant) velocities and, as a result, the population of high-energy particles is substantially smaller than the population of particles accelerated via nonresonant reflections.


FIG. 8. (Color online) (a) and (b) show two particle trajectories. The black color is used for fragments before the trapping and after the escape, while the red color shows the fragment of the trapped motion. (c) shows the energy distribution for the particle ensemble (the total number of particles is $10^{6}$ ). The grey color indicates the tail of the distribution containing resonantly accelerated particles. System parameters are the same as in Fig. 5.

## IV. DISCUSSION AND CONCLUSIONS

In this paper we consider the new mechanism of the charged particle acceleration by the braking front of the plasma jet. This mechanism can be realized in many plasma systems where sub-Alfvenic jets are formed by magnetic reconnection outflows [3,5,33]. Regular observations of such jets in the Earth magnetotail $[31,34,35]$ suggest that the proposed mechanism of acceleration can be effective. For example, the braking of plasma jets in the close vicinity of the Earth geostationary orbit is always accompanied by the significant increase of fluxes of high-energy ( $\sim 100 \mathrm{keV}$ ) ions [13]. The proposed mechanism can be responsible for the local ion acceleration in this region. Models and spacecraft observations show that almost all reconnection events in the magnetotail should result in the formation of plasma jets with corresponding fronts [3,33]. Thus, the resonant acceleration on fronts seems to be as widespread in planetary magnetotails as the acceleration in reconnection regions. For plasma jets originating from reconnection regions in solar wind [36] the proposed mechanism can be even more important owing to larger spatial scales of fronts. Moreover, the recent numerical modeling points to possible spontaneous (without the magnetic reconnection) formation of plasma jet fronts in the specific magnetic field configurations realized in the magnetotail [4]. Thus, the resonant acceleration of particles by fronts can be realized even in the absence of the magnetic reconnection.

It is worth noting one additional possible application of the proposed mechanism of charged particle acceleration. Recent observations of $\gamma$-ray bursts in the Crab nebular gave rise to growing investigations of the role of the magnetic reconnection in producing of high-energy particles in the pulsar magnetospheres [37]. One of the perspective scenarios of such acceleration includes interaction of plasma jets with shock waves [38]. This interaction assumes the plasma jet breaking, thus, conditions for the resonant acceleration can be satisfied.

In conclusion, we propose the new resonant mechanism of charged particle acceleration by braking fronts of plasma jets. We show that the resonant acceleration is more effective than the nonresonant acceleration via particle reflections. In the case of the resonant acceleration, the particle motion resembles the gyroresonant motion. The gained energy depends on the front configuration (width), on the magnetic field inhomogeneity $(\sigma)$, and on the rate of front braking $(\alpha)$.
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