PHYSICAL REVIEW E 89, 032910 (2014)

Fundamental- and first-order localized states in a cubic-quintic reaction-diffusion system
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This article analyzes the properties of rotationally symmetric self-localized solutions with different radial
quantum numbers in the simplest one- and two-component reaction-diffusion systems. The consideration is
made in one and two dimensions with the focus on the fundamental and first higher-order solutions showing zero
and one intersections of the radial profile with zero. It is demonstrated that the solution with one intersection does
not exist for the case of the quadratic-cubic nonlinearity, while the cubic-quintic extension of the models does
allow existence. I show additionally that the cubic-quintic reaction diffusion system supports the existence and
stability of the states with zero quantum numbers, as well as their antistates, state-antistate pairs, and clusters,
which can be interpreted as the states with nonzero azimuthal quantum number.
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I. INTRODUCTION

Reaction diffusion (RD) systems display a rich variety
of spatiotemporal patterns [1,2]. Though the real reactions
are of significant complexity, it was a great achievement
to formulate the simplest phenomenological models [3,4],
explaining the key phenomena, such as front propagation [5],
Turing pattern [6], and solitary waves [7]. A number of
phenomena, however, cannot be captured after a sequence
of simplifications. For example, the one-component system
(Schloegl also Zeldovich-Frank-Kamenetskii) displays only
the stable front propagation, while the two-component exten-
sion gives rise to the stable pulse propagation, and a third
component allows even more complicated phenomena such
as two-dimensional stable traveling pulse [8], pacemaker [9],
bistability of moving pulses [9], breathing solitons [10], radial
spots [11]. Another way toward complexity in the simplest one-
component equation is to add additional spatial couplings, e.g.,
nonlocality, which makes it analogous to the Swift-Hohenberg
equation accordingly with existence of resting localized states,
including the radial spots and rings [12].

While the existence and stability of the dissipative self-
localized states with nonzero azimuthal numbers is well estab-
lished (see, e.g., Refs. [13—15]), the corresponding questions
for higher radial numbers (i.e., number of intersections of
the radial profile with zero) still remain unclear and serve as
motivation of this work. One needs to note that, in contrast
to the well-established dissipative solitons with snaking
bifurcation diagram [12,16], the solutions considered below
have a finite (and small) number of zeros in radial profile.

One of the starting points here is taken from Refs. [17,18],
where qualitatively new solutions appear due to the increase of
dimensionality (i.e., merely due to the %% term), rather than
due to different mechanism of localization connected with
Turing patterns and locking of fronts between modulated and
homogeneous solutions possible even in one dimension (see,
e.g., Refs. [12,19] for Swift-Hohenberg equation, Refs. [20,21]
for optical solitons, and Ref. [22] for localized structures in
dryland vegetation). The challenge is that the stable forms
of the dimension-induced states with nonzero radial quantum
number are not found in the literature (see, e.g., Refs. [23,24]).
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This article hopes to stimulate efforts to find azimuthal, radial,
and possibly orbithal (if 3D) quantization in the context of
solitons in diverse dissipative systems as well as to find
conditions that would provide the stability.

The existence of states with radial number 0 and 1, as
well as of the “antistates” (solutions with opposite sign with
respect to the states) and ““state-antistate” pairs is demonstrated
for cubic-quintic RD systems. In contrast to the states in the
conservative systems (e.g., nonlinear Schroedinger equation)
the states studied here are discrete. In contrast to conventional
dissipative systems such as cubic-quintic Ginzburg-Landau
equation [25], there is no invariance with respect to phase
rotation (gauge), i.e., the antistate is “more” discrete and
cannot be transformed into its state via continuous phase
transformation, what makes the system very attractive for
following studies.

Similar to Refs. [8§-11] developing the three-component
RD model, my aim is to add to the understanding of the
quintic reaction diffusion system previously explored only
in the context of the front propagation [26]. I hope that
the interdisciplinary starting points will make it possible
to develop the more powerful studies concerning the quan-
tization of dissipative solitons, including consideration of
practically important systems. This hope is supported by the
diversity of possible control techniques [27-29], including
nonlocality [30-33], delayed feedback [34-36], or external
forcing [37].

In Sec. II, the relation between the simplest one-
dimensional localized solutions of the nonlinear Schroedinger
equation (NSE) and of the RD models is demonstrated. In
Sec. III, T consider the two-dimensional fundamental and
higher-order states of the nonlinear Schroedinger equation
and their continuation toward the reaction-diffusion case. The
impossibility of the higher-order states is demonstrated and
explained, and the need to deal with higher nonlinearities
is discussed. In Sec. IV, the reaction-diffusion model is
extended by cubic-quintic nonlinearity. The existence of the
fundamental localized state, antistate, higher-order symmet-
ric, and asymmetric state is demonstrated. Section V gives
conclusions.
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II. FITZHUGH NAGUMO AND NONLINEAR
SCHROEDINGER EQUATIONS

The FitzHugh-Nagumo model (FHN) is the simplest two-
component model of fundamental importance in the theory
of reaction diffusion systems. Beside the phenomena, already
explained by the single-component models (see, e.g., Ref. [5]),
it also explains the phenomena of excitability and oscillatory
behavior inherent to the processes in nerve cells. It demon-
strates the phenomena of excitation pulse propagation and the
spiral solutions—generic patterns in excitable media, which
are also observed in chemical reactions and their models. Here
the following form of FHN model is used:

i = fiu+ fiv+ fou’ + fu’ + Au,
U= fou+ fov,

(D

where u# and v are real (space dependent) quantities (con-
centrations), A is Laplace operator, the space is normalized
to have diffusion constant equal 1, and all coefficients are real
numbers. The consideration is made in one and two dimensions
and each choice is specified below. These notations are used
because they make it possible to change the nonlinearity
parameters independently and it is easy to find connection
with other notations in the literature. Let us write down the
steady-state (u = 0, v = 0) condition for system Eq. (1):

0= fiu+ fru®+ fu’ + Au, )
where f; = f11f22*f21f12.

22
The aim is to find relation between the solutions

of the reaction-diffusion systems and the nonlinear
Schroedinger equation. The latter appears in various
branches of physics [38]:

U =iAV +i|V Y, (3)

where W is the complex variable and the sign of nonlinearity
is chosen to allow the existence of soliton solutions. Searching
the stationary solutions of Eq. (3) of the form ¥ = u(r)e Nt
one obtains the following equation for real (space dependent)
quantity u:

0= fiu+u’+ Au, 4)

where the same symbols # and f; are used as in FHN
model, although they have completely different meanings.
Formally, Eq. (4) is equivalent to Eq. (2) with specific choice
of parameters: f> =0, f3 = 1. This choice of parameters of
RD system means that it will explode to infinity at sufficiently
large perturbation, since the highest nonlinearity does not
provide saturation. I will continue, however, the consideration
with the aim to connect these two cases.

Though there are no general ways to find analytical solu-
tions of nonlinear equations, Eq. (2) is one of those rare cases
for which the analytical localized solution is known when one-

dimensional space is considered A = da_; [39]. It has the form

A
S — 5
“ = B+ Ccosh(kx) ©®)

where A, B, C, and k are x-independent constants. Simply
substituting Eq. (5) into Eq. (2), one can obtain several
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algebraic conditions, from which one can express

k=ty—f, a=NB _4B
f2 bis

where the bottom index is always the parameter index, while
the top index is the power. Note, that A, B, and C are not
independent and actually B is canceled after substitution of
Eq. (6) into Eq. (5). So we have

—3h

fot\ 2 = 2 cosh(y=Fin)

The choice of sign for k in Eq. (6) is arbitrary, it reflects only
the parity symmetry. For a localized solution, the plus sign
should be chosen for C; otherwise, the discontinuous solution
will be considered. For f, = 0, Eq. (7) transforms exactly to
the classical sech(kx) solution of NSE, which exists only for
f3 > 0and f; < 0 as follows from Eq. (7).

To be consistent, one needs to define the choice of
parameters. We take them to have exact correspondence to
the excitability case, considered in Ref. [40], so that

fir = =0.045,  fi, =—-1.0, f5 =0.015,
fn =-00525, f,=1.045 f;=—1. ®)

Excitability means that there should be only one homoge-
neous solution (# = 0,v = 0 in our case), it should be stable
(positive determinant and negative trace of linear matrix f;;),
and the dynamics should demonstrate the long-term excursion,
when the perturbation is large enough.

The parameters responsible for the linear part are kept fixed
everywhere throughout the article. The task of interest now
is to follow the transition from the nonlinear Schroedinger
case (f» =0, f3 = 1) to the typical FitzHugh-Nagumo case
(f> = 1.045, f3 = —1). The change of the maximum of soliton
Eq. (7) is shown in Fig. 1 for continuous transformation of
nonlinearity parameters. First, the f, coefficient was changed
gradually, starting from O (f, =0, f3 = 1) and moving to
P (f, = 1.045 and f3 = 1). Second, we move from P to Q,
changing f3 and keeping other parameters fixed. The plotted
OPQ branch has meaning for conservative case of NSE with
quadratic and cubic nonlinearity both for positive and for
negative values of f3, while the only part of the branch for
negative f3 is meaningful for dissipative reaction-diffusion
system for saturation reasons. The zero (dashed thin line) and
nonzero (solid thin line) homogeneous steady state solutions
of Eq. (2) are plotted in Fig. 1. It can be seen that the
localized separatrix OPQ does exist not for the whole region of
existence of nonzero homogeneous state and clearly not in the
region of excitability, corresponding to f3 = —1. Moreover,
approaching the point Q the separatrix solution transforms to
the very broad plateau, which looks like two fronts, which
makes it difficult to distinguish between critical front [41] and
critical nucleus, since it is still the localized object, though
with very steep shape.

The above consideration has been presented because it
is analytical, but it helps little since the discussed state is
typically unstable. The stability can be reached, however, when
we consider more complex systems, which can additionally
support the Turing patterns and stable motionless one- and
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FIG. 1. (Color online) Bifurcation diagram. Solid thin (red) line
is the branch of homogeneous solutions (0 = fiu + fou® + fu’).
Solid bold line OPQ represents the branch of spatially localized 1D
solutions Eq. (7). Dashed thin line (coincides with abscissa) is the
trivial homogeneous solution. Vertical dash-dotted line marks f; = 0.
The dashed bold (green) line represents the localized solution in the
presence of inhibitor diffusion. Choice and change of parameters are
explained in text. Right inset shows the form of Eq. (7), qualitatively
identical for all OPQ branch. The left inset shows the typical form of
localized state in the presence of inhibitor diffusion.

multidimensional localized states:

= fuu+ fiv+ fu + fu’ + Au, )

1
v = (fou+ fnv+ DuAU)g,

where in contrast to Eqgs. (1) the inhibitor diffusion D,Av
is added. It is convenient to add the additional parameter &
since it has influence only on the stability of resting states but
not on their shape and existence. We can show now how D,
makes it possible to make a fold in the shape of the critical
nucleus branch. To do so, we start from solution marked
by point S (f, = 1.045, f3 = —0.5,D, = 0.0) in Fig. 1 and
follow it using a Newton-Raphson continuation to the point
T with (f, = 1.045, fs = —0.5,D, = 1.0). The branch with
the saddle node bifurcation is formed by change of f; (dashed
bold line to the left from the point 7'). Both top and bottom
branches of the folded curve are unstable for a slow inhibitor,
e.g., for ¢ = 1.0. It seems that this unstable solution is the
“hidden” solution (also called “scattor’”), which was found
and discussed in Ref. [40]. It can became stable (and hence
“not hidden”) just by choosing a sufficiently fast inhibitor
relaxation rate, e.g., ¢ = 0.1 and it is broadly studied, since it
represents the localized patch of the Turing pattern.

III. HIGHER-ORDER STATES AND
THEIR CONTINUATION

The nonlinear Schroedinger equation is one of the fun-
damental equations of physics and has been studied very
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well. For the aims of this article, one needs to add that
the one-dimensional bright-soliton solution (discussed above)
is unique and no more bright solitons exist in 1D. When
NSE is two-dimensional, the two new families characterized
by discrete numbers appear. These are the localized vortex
solutions with discrete rotational symmetry and phase sin-
gularity and the localized solutions with circular symmetry.
One should note, however, that these solutions are unstable.
The Townes soliton [42] can be stabilized by the nonlocal
coupling [30]. This is in agreement with the modern trends of
control techniques in RD systems [27]. Let us consider first the
circularly symmetric solutions. This means, we can choose the

polar coordinate system (7,¢), connected with the symmetry
9

center of solution and the derivative G = 0. Now,
3%u 1 0u
A= —+——
arz  ror

can be used in Eq. (2). There are no analytical solutions for the
2D case and the numerical shooting method is used to find the
profiles. One introduces the new variable U = g—’: then Eq. (2)

with radial Laplacian is transformed to the system
W fu—pur— = v, P v o)

ar r or

Interpreting r as dynamic variable one can solve system
Eq. (10) numerically, e.g., using Euler or Runge-Kutta method
for different initial conditions #(0) and U(0). The solutions
of our interest with radial symmetry have a maximum in
r = 0; hence, we always take U(0) = 0 and run through all
possible (reasonable) values of #(0). This dynamic system is
tricky, since zero solution (u = 0, U = 0) is always unstable
because of parity symmetry, which may look broken due to
}g—’j term, but in the limit » — oo there is parity. Nevertheless,
one can find solutions with u(r) — 0 at r — +o00 with rather
good precision, omitting the exponentially growing part which
appears for high r. For the nonlinear Schroedinger equation,
the sequence of circularly symmetric solutions has been
found in the 1960s [17,18] and we basically reproduce those
results solving Eq. (10) with f, = 0 and f3 = 1. Our interest,
however, goes further into the qualitatively different case of
reaction diffusion systems; therefore, we follow again the way
of previous section. Again, one cannot do this analytically
and the Newton continuation is used. The first and second
derivatives over r are calculated using the second-order finite
difference formula. The I’Hopital’s rule is used to calculate
%;—r in special point r = 0. Starting from the solutions of
the nonlinear Schroedinger equation, marked by points Oy,
O, changing quadratic nonlinearity coefficient f, from 0
to 1.045 the transformation of the states is followed toward
points Py, P; in Fig. 2 (see also insets of Fig. 2). The index
near the point means here the number of intersections of the
radial profile with zero, i.e., the “radial quantum number of
soliton.” In the next step the parameter f; was changed from
1.0 toward negative values, relevant for RD systems. As one
can see from Fig. 2, the behavior of the fundamental (no
intersections of radial profile with zero) soliton (Oq, Py, Qo)
is qualitatively the same as the behavior of the 1D soliton
considered in the previous section. The higher-order solution
behaves differently. First, there is an increase of amplitude
during addition of positive quadratic nonlinearity. Second, the
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FIG. 2. (Color online) Bifurcation diagram for spatially local-
ized, rotationally symmetric 2D solutions of Eq. (2). The solid thin
gray (red) line is the nonzero homogeneous solution (the same as
described in the legend of Fig. 1, but in semilog scale). The solid bold
(blue) line is the dependence of max(u) on f; for the fundamental
soliton, whose radial profile is given in the left inset (index O near the
symbol of points). The dashed (red) line is the dependence of max(u)
on f3 for the first higher-order soliton, whose radial profile is given in
the right inset (index 1 near the symbols of points). Points O;, P;, Q;
are analogous to points O, P, Q of Fig. 1 and described in text.
Vertical dash-dotted line (ordinate axis) marks f; = 0, the asymptote
for higher-order states and the border between reaction-diffusion and
the Schroedinger case.

amplitude tends asymptotically to infinity at f3 — +0. This
can be explained by the presence of regions with negative
u as illustrated in the right inset of Fig. 2 and by the fact
that the quadratic nonlinearity does not provide saturation for
negatively defined u. One needs to emphasize, however, that
the seemingly similar case of states presented in the left inset of
Fig. 1 is qualitatively different from the case of the higher-order
radial states. First, because of mechanisms responsible for
the formation of these states (dimensionality versus inhibitor
diffusion). Second, because of the qualitative and quantitative
properties of these states (e.g., the number of intersections
with zero and the relative depth of the first minimum). Third,
because of the existence ranges of the states (the one can be
observed in RD system with positive quadratic and negative
cubic nonlinearity, the other cannot).

For positively defined solutions (both 1D and 2D), it was not
crucial which nonlinearity leads to saturation, and solutions
exist also for purely quadratic nonlinearity as follows from
intersection of PQ curve with dash-dotted line in Fig. 1 or from
corresponding intersection in Fig. 2. To finish this section,
we note that analogously to the one-dimensional case, the
stabilization of the fundamental two-dimensional (initially
bell-like) soliton is possible using the model with diffusing
inhibitor Eq. (9). The higher-order solution for positively
defined D, and f; can still not overcome f3 = 0 asymptote,
and we come to the phenomenological model with odd powers
discussed in the next section.
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max(u(r))

0.5r

FIG. 3. (Color online) Bifurcation diagram of the solutions to
the cubic-quintic RD model Eq. (11). Linear parameters are fixed
everywhere to values defined in Eq. (8). The dashed bold (red)
line represents the branch of the first higher-order radial solution
for f3 =1, D, = 0.0. The solid thin gray (red) line represents the
homogeneous nontrivial steady state. The branch S, 7} (again index 1
means “first” higher-order state) marked by circles corresponds to
the change of D, from 0 to 2.0. The branch starting from 7} and
marked by solid thin line corresponds to the change of f5 with fixed
f3 = land D, = 2. The dotted line starting from 7y (f3 = 1, D, = 2)
corresponds to the unstable fundamental soliton, which became stable
above the fold point (for small enough ¢). The corresponding stable
branch is marked by a bold black line. The top and bottom inset shows
the 2D profile of u near the fold for higher-order and fundamental
states, respectively.

IV. REACTION-DIFFUSION SYSTEMS WITH
QUINTIC NONLINEARITY

Let us use the phenomenological model [26] including
cubic and quintic terms:

ll:f11M+flzv+f3u3+f5u5+Au, .
(1)

1
v = (fau+ fov+ DUAU)E'

In contrast to the model Egs. (1) and (9), the role of quadratic
nonlinearity is now played by the cubic term, while the role
of saturating nonlinearity is played by the quintic term. The
classical nonlinear Schroedinger case corresponds to f3 = 1.0,
fs =0.0,and D, = 0.0. Starting again from these parameters,
the higher-order radial solution was traced changing the only
f5 coefficient. The corresponding branch is shown by a bold
dashed (red) line in Fig. 3. The profile of the higher-order
state before and after this transformation (toward negative
f5) is shown in Fig. 4(b). One can see that, similar to the
separatrix solutions OPQ in Fig. 1 and Oy Py Qy of Fig. 2, the
branch hits the curve of homogeneous solution. The same also
happens with fundamental Townes soliton or critical nucleus,
whose branch is not shown for simplicity in Fig. 3, but the
profiles for the initial case of f5 = 0.0 and for the case close
to hitting the homogeneous state are shown in Fig. 4(a). It
means that incorporation of fifth-order nonlinearity does not
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FIG. 4. The transformation of solutions of Eq. (11) at variation
of quintic nonlinearity. Solid lines fs = 0, dashed lines f5 = —0.5,
the linear parameters are fixed in Eq. (8), f5 = 1, D, = 0. (a) Funda-
mental self-localized state, (b) first higher-order self-localized state.

kill the phenomena, which exists even for zero D,. Even small
negative values of fs5 make the solution meaningful for the
reaction diffusion case, since there is no unsaturated growth
any more. Figure 4 demonstrates how the two 2D solutions
with radial numbers 0 and 1 are deformed changing f5 from 0
to —0.5. One can see that the quintic nonlinearity introduces
a kind of threshold, forming a plateau in the profile of states.
These states remain unstable for the cubic-quintic setting, but
in contrast to typical azimuthal instability [23], the mode with
maximum growth rate has the continuous rotational symmetry.

Itis reasonable to consider here the influence of the inhibitor
diffusion. Similar to the case of the one-dimensional soliton,
starting from the radial higher-order state (point S; in Fig. 3)
for D, = 0, fs = 0, the point 7] was reached by increase of D,
till 2.0, keeping other parameters fixed (see empty circles in
Fig. 3). Next, starting from the state 77, changing f5 coefficient
and keeping all other parameters fixed (see thin solid black line
in Fig. 3), the whole branch with the fold point was obtained!
Despite the fold point, the branch remains unstable, however,
and needs further studies.

The analogous procedure is performed for fundamental
soliton. Point 7y (in Fig. 3) corresponds to D, = 2 and the
dotted line represents the unstable branch of “critical nucleus,”
while the state is stable above the fold point (the bold solid
black line). The last is valid for small enough ¢. The instability
due to the dynamics of v is out of interest here because the
aim is actually to get stable states and one can consider the
limit of small e, when the equation for v can be adiabatically
eliminated with the resulting one-component nonlocal system:

u= fiu+ f3u3 + f5u5 + Au + Gu, (12)

where operator G can be directly represented in Fourier space
via

Gu(r) = FY{F{u(r)}G(k)}, (13)

where F is direct Fourier transform, and F~! is the inverse
Fourier transform,

— fi2 fr1 Dy |k|?

Gk) = 14
® foo(f2 — DylK[?) (14
f= f11f22—f12f21. (15)

f2
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(b) (c)

FIG. 5. (Color online) The stable localized solutions of Eq. (12)
beyond the fundamental one. Parameters: f; =1, fs = —0.805,
D, =2, fi and G are defined via Egs. (8), (14), and (15). (a) The
symmetric radial localized state, (b) the bound state of soliton-
antisoliton, (c) the bound state of two solitons-antisolitons. The more
complex structures are typically unstable.

Or using the convolution theorem in real space:

+00

Gu(r) = / G(Jr — su(s)ds, (16)
—00

with G(|r|) = FY{GK)}.

The numerical time integration of the model Eq. (12) [and
also of Eq. (11) with small €] reveals a number of stable
localized patterns. First, the fundamental state (of the form
shown in bottom inset of Fig. 3) and its antistate u(r) = —u(r)
are stable for the range of parameters discussed above (solid
black bold line in Fig. 3). Second, the higher-order state (top
inset of Fig. 3) is typically unstable and represents separatrix
between attraction basins of different solutions. With small
positive symmetric perturbation, the transition to the stable
symmetric state shown in Fig. 5(a) is observed. However, this
state does not belong to the folded branch marked by solid
thin line in Fig. 3, and hence it is most likely the result of
the Turing mechanism, rather than the mechanism of interest
in this article. With small negative symmetric perturbation,
the transition to the homogeneous zero solution is observed.
If, however, strong enough random perturbation is applied,
then the state evolves into the antisymmetric stable cluster
shown in Fig. 5(b). The last resembles very much the profile
of the vortex soliton of the nonlinear Schroedinger equation.
Using the typical procedure of the vortex excitation [24] for
the reaction diffusion system Eq. (12), more complex stable
clusters, as shown in Fig. 5(c), are found. The clusters with the
higher number of azimuthal periods are unstable.

V. CONCLUSIONS

It is demonstrated that the profiles of the solutions of
the nonlinear Schroedinger equation can be transformed to
the profiles of solutions of the simplest reaction diffusion
systems. In contrast to the fundamental soliton (i.e., without
intersections of radial profile with zero), the more complex
higher-order states with one zero of the radial profile cannot
be transformed into solutions of the quadratic-cubic reaction
diffusion system. The same is expected for higher radial
numbers. One needs to note that the FitzZHugh-Nagumo model
Eq. (9) is the archetypical model for the study of the sta-
tionary self-localized states as patches of the Turing patterns,
which can demonstrate also snaking and the analogy of
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“higher-order” states discussed in this article. However, the
existence (and stability) of patches of Turing patterns is
created via the diffusion of inhibitor (or equivalently by
nonlocal coupling), while the existence of the “higher-order”
states in the NSE is provided exclusively by the transition

aa_; aa_; + %%, i.e., its nature is dimensionality, rather than
other possible spatial couplings.

In contrast, the diverse localized states: fundamental state,
higher-order state, bound state of soliton-antisoliton, and
more complex clusters are found in the cubic-quintic reaction
diffusion model (considered also in Ref. [26]).

Typically, there are many unstable states in pattern forming
systems and we know much less about these than about the
stable states. One would like to mention Refs. [40,43], where
the nonlinearity is of a more complex form than considered
here and the authors obtained the unstable states in a different

PHYSICAL REVIEW E 89, 032910 (2014)

way. They were studying the collisions of moving pulses and
noticed that in some situations there is a long-living resting
state, formed during the collision process. Such a state is
the scattor of one colliding pulse on another and it can be
stabilized by choosing a sufficiently fast inhibitor relaxation
rate. In contrast, the stabilization of the states obtained in this
article is an intriguing and challenging task [34].
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