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We study a biologically motivated model of overdamped, autochemotactic Brownian agents with concentration-
dependent chemotactic sensitivity. The agents in our model move stochastically and produce a chemical ligand at
their current position. The ligand concentration obeys a reaction-diffusion equation and acts as a chemoattractant
for the agents, which bias their motion towards higher concentrations of the dynamically altered chemical field.
We explore the impact of concentration-dependent response to chemoattractant gradients on large-scale pattern
formation, by deriving a coarse-grained macroscopic description of the individual-based model, and compare
the conditions for emergence of inhomogeneous solutions for different variants of the chemotactic sensitivity.
We focus primarily on the so-called receptor-law sensitivity, which models a nonlinear decrease of chemotactic
sensitivity with increasing ligand concentration. Our results reveal qualitative differences between the receptor
law, the constant chemotactic response, and the so-called log law, with respect to stability of the homogeneous
solution, as well as the emergence of different patterns (labyrinthine structures, clusters, and bubbles) via spinodal
decomposition or nucleation. We discuss two limiting cases, where the model can be reduced to the dynamics
of single species: (I) the agent density governed by a density-dependent effective diffusion coefficient and (II)
the ligand field with an effective bistable, time-dependent reaction rate. In the end, we turn to single clusters of
agents, studying domain growth and determining mean characteristics of the stationary inhomogeneous state.
Analytical results are confirmed and extended by large-scale GPU simulations of the individual based model.
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I. INTRODUCTION

Chemotaxis is defined as the directed motion of cells
along chemical concentration gradients (see, e.g., [1]). It
enables individual cells to bias their motion towards favorable
environmental conditions and is therefore essential for the
survival of a plethora of bacterial species. Furthermore, it
is an important principle in the dynamics of various other
biological systems, e.g., guidance of leukocyte cells in the
process of wound healing [1,2], cancer cell invasion [3-5],
and neuronal self-wiring [6,7].

In cases where the corresponding chemicals are produced
by the cells themselves as a reaction to environmental condi-
tions, chemotaxis has been interpreted as effective cell-to-cell
communication [8]. Such autochemotactic response, which
may be attractive or repulsive, plays an important role in
the aggregation and internal dynamics of bacterial colonies
(see, e.g., [9-12]). However, autochemotactic aggregation
is not only limited to bacteria; for example, it has been
observed in free-swimming zoospores of the water mould
Achlya [13] and is known to play an important role in the life
cycle of the social amoeba Dictyostelium discoideum [14,15].
Very recently it was shown that also artificial systems of
self-propelled colloids may resemble the behavior of living cell
by exhibiting chemotactic drift and chemical signaling [16,17].

Since the pioneering works of Patlak [18] and Keller and
Segel [19], huge progress has been made on developing and
analyzing various models of chemotaxis. Most modeling ap-
proaches are based on partial differential equations (PDEs) for
the density of cells and concentration of the chemoattractants
and/or repellents (see, e.g., [20,21]); however, also various
individual-based models (IBMs) were suggested, which reflect
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the discrete and stochastic nature of the modeled system. A ma-
jor advantage of such models is the possibility to introduce in-
dividual features of cell behavior directly into the mathematical
model. The downside is the possible difficulties in deriving a
coarse-grained description in terms of a small number of PDEs,
which allows analytical predictions on stability and large-scale
behavior of the system. One should also note that with respect
to numerical integration, individual-based models have some
advantages over corresponding PDEs as they naturally account
for the low-density limit and may be less susceptible to
instabilities in situations with strong density inhomogeneities.
In particular for IBMs it is possible to massively reduce
simulation times by using GPUs due to the intrinsically parallel
hardware of GPUs. General purpose computing on GPUs has
been employed by a growing number of scientists during the
past decade. For models of noninteracting particles, speed-ups
by factor of 600 were reported [22]. A review on GPU
computation in the field of statistical physics is given in [23].
We designed an optimized simulation setup on GPUs for the ef-
ficient numerical integration of our IBM even at high densities.

In this work we will introduce and study a biologically
motivated model of active Brownian agents [24] with a
concentration-dependent chemotactic sensitivity, modeled by
the so-called receptor law (RL): The RL models a nonlinearly
decreasing chemotactic sensitivity with increasing ligand
concentration, a phenomenon observed in different bacteria
species as well as in neuronal growth cones [1,6,21,25-28].
The introduced model is related to our previous work in
individual-based modeling of autochemotactic agents [29,30].
Other microscopic models of chemotaxis (or autochemotaxis)
with constant chemotactic sensitivity have been studied in [31—
35]. Our microscopic model with a concentration-dependent
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chemotactic sensitivity reduces in a limiting case to the
constant sensitivity model originally studied by Schweitzer
and Schimansky-Geier [29,36]. Furthermore, in a different
limiting case, it may be related to the so-called log law
for chemotactic sensing. The nonlinear chemotactic drift
term discussed here was previously used in a model of
self-propelled particles in combination with additional local
velocity-alignment interaction [30]. We consider here an
overdamped model of chemotactic Brownian agents in order
to focus specifically on the impact of the RL on macroscopic
pattern formation. Hereby we show that in our model the
stability properties of the homogeneous solutions as well as
the emergent structures are qualitatively different from the
constant chemotactic response model introduced in [29].
After introducing our model (Sec. II), we will proceed with
the analysis of the corresponding coarse-grained equation.
Here we will perform a linear stability analysis of the homoge-
neous solution for different variants of chemotactic sensitivity
and show in particular that for a chemotactic drift according to
the RL, the homogeneous state is linearly stable at high and low
particle densities. At intermediate densities the homogeneous
solution becomes unstable and the system exhibits a wide
range of transient spatiotemporal patterns, which for t — oo
converge towards a stable inhomogeneous state (Sec. III).
Two limiting cases of the model will be discussed: (i) fast
relaxation of the particle density and (ii) fast relaxation of
the chemical concentration field (Sec. IV). We will focus on
the inhomogeneous state, discussing domain growth and mean
stationary characteristics of single clusters (Sec. V).

II. MODEL SETUP: CONCENTRATION-DEPENDENT
CHEMOTAXIS OF ACTIVE BROWNIAN AGENTS

A. Microscopic model equations

We consider an ensemble of active autochemotactic
Brownian agents indexed withi = 1,2, ...,N, as a model for
bacteria that interact via chemotaxis. Different species of bac-
teria, e.g., Escherichia coli (E. coli), produce chemoattractants
(or chemorepellents) to interact and to “communicate” about
favorable or hostile environments [1,30]. Motivated by this ob-
servation, agents in our model produce a chemical ligand c(r,7)
at their time-dependent position r;(#) with a constant produc-
tion rate g.. The concentration field of the chemical c(r,?)
obeys a reaction-diffusion equation and acts as a chemoattrac-
tant for the agents: They move towards higher concentrations
of the dynamically altered chemical field. The movement of
agents in our model is characterized by the interplay of two
forces in the Langevin equations governing individual trajecto-
ries: (i) the chemotactic force Fcpen determining the response
of agents to ligand field and (ii) a stochastic force Fgpcn
modeling the random movement of agents. We consider a two-
dimensional system with N pointlike agents with mass m = 1
in the overdamped limit. This brings us to the following mi-

croscopic model equations fori = 1, ..., N Brownian agents:
dl’,‘ 1
— = —Fepen(ri,t) + V2DE(2), (1a)
dt y

ac(r,t) _

N
G = e ; S(r —r;(t)) — d.c(r,t) + D.Ac(r,t). (1b)
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The first term on the right-hand side of Eq. (1a) describes
the overdamped chemotactic drift with a constant friction
coefficient y and a force term Fper,, which will be specified in
the following [Eq. (5)]. The second term models the random
movement of agents with noise intensity D and Gaussian white
noise vector &;(¢). Equation (1b) describes the evolution of the
chemical: We assume that the chemical is produced with a
constant production rate g, at the position r;(¢) of every agent,
decomposes with a decay rate d., and diffuses with a diffusion
coefficient D..

Biological agents, e.g., many forms of bacteria, are able
to sense local concentrations of a ligand by measuring the
relative occupation o; of its membrane receptors, which for
independent receptors can be expressed as

N, 7,

- - . @)
NU+Nf T+ T¢

O

Here N, describes the number of occupied receptors and
Ny the number of free receptors, which are assumed to be
proportional to the mean occupation time 7, and the mean
free time 7, of the receptors, respectively [1,6,8]. Following
[6,8,30], we assume that the unbinding rate of the receptor
ko =1, is independent of the ligand concentration c.
Thus there exists a constant characteristic mean occupation
time 7, = const. In contrast, we assume the binding rate of the
receptors ky_,, = 77! to be directly proportional to the ligand
concentration. This yields the free time 7y to be inversely
proportional to the space- and time-dependent concentration
of the field 7, = C(‘i‘: 3 (where a, is a constant).

Eukaryotic cells are sufficiently large to sense differences
in ligand concentration along the cell body [37-39]. Their
chemotactic response can be assumed to be directly pro-
portional to the spatial gradient of o;. Bacterial cells, in
contrast, are in general too small to detect spatial gradients
directly and have to rely on temporal sensing of differences in
receptor occupation. However, assuming a finite stochastic
displacement of biological agents per unit time |dr;/dt|,
combined with the ability to sense temporal changes in o;,
leads to the effective measurement of spatial gradients of the
relative occupation of receptors on length scales larger than the
persistence length of cell motion [30,40]. Thus, on sufficiently
large length scales chemotactic bacteria can effectively be
described as Brownian agents with a net drift along gradients
due to an effective chemotactic force.

Based on the above considerations, we assume the chemo-
tactic force to be proportional to the gradient of the relative
occupation of membrane receptors and the corresponding time
constants, respectively,

N, To
xV .
NO + Nf(c(ri»t)) To + Tf(c(rivt))

Fehem o V

3)
In the case of spatial sensing this gradient can be related to
different occupations of receptors at different locations on the
surface of the cell. Here we emphasize that in our effective
description of biological agents as pointlike particles, we do
not explicitly consider details of directional sensing, e.g., the
effects of cell shape studied in [41]. If we consider our model

as a simplified coarse-grained description of chemotaxis based
on temporal sensing, the gradient has to be interpreted as the
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(infinitesimal) spatial difference vector of the expected recep-
tor occupation due to differences in the concentration field at
the center-of-mass position of the agent at different times. We
note that our approach does not into account details of temporal
sensing related to the adaptation kinetics (see, e.g., [42]).

This allows us to directly write the effective chemotactic
force acting on each agent i as a function of the concentration
of the chemical

XoK
[K + c(r;,n)]?

where we calculated the gradient in Eq. (3) and introduced
Xo as a proportionality factor and K = a, /7, as a constant
determined by the characteristic mean time of receptor occu-
pation. The resulting prefactor of the gradient on the right-hand
side of Eq. (4) is known as the receptor law [1,6,21,25-28].
Decades ago it was pointed out that the best agreement
between experimental results and models is obtained for a
concentration-dependent chemotactic sensitivity of the form
of the receptor law [25]. Throughout the past decades, this has
been used for modeling of bacteria in continuous macroscopic
models (in, e.g., [25-28]), but most of the microscopic
approaches have so far considered only constant chemotactic
drift. In a recent work Grima analyzed the diffusion properties
of single autochemotactic agents with logarithmic sensitivity
[43]. Here, in contrast, we focus on the collective behavior
resulting from different variants of concentration-dependent
sensitivity. By extending the right-hand side of Eq. (4) with

2 . . . .
% and defining the chemotactic drift coefficient k = % and
1

the chemotactic saturation parameter f = % We arrive at an
alternative formulation of the receptor-law drift

Fepem(ri 1) = Ve(ri,o), “4)

Fchem(riat) = VC(F[,I), (5)

K

[l + Be(r;,1)]?

—_—
xRE(0)

with «,8 > 0. For 8 > 0 the effect of the RL concentration-
dependent chemotactic sensitivity xR“(c) can qualitatively be
sketched as follows. For low c(r,¢) («8~") the denominator of
Eq. (5) is approximately 1 and agents are maximally sensitive
to gradients of the chemoattractant. However, if the concen-
tration of the chemical increases, the denominator of the drift
term grows and the chemotactic force decreases nonlinearly.
In the biological picture, ¢ 3> B! corresponds to situations
where almost all membrane receptors are occupied and agents
become insensitive to local chemoattractant gradients. The
rescaled version of the RL in Eq. (5) was used in [30]
and explicitly distinguishes between (a) chemotactic drift
(determined by «) and (b) chemotactic saturation (determined
by B). We use it here for an intuitive comparison between
the model of (i) constant chemotactic sensitivity (8 = 0)
studied in [29] and (ii) concentration-dependent chemotactic
sensitivity studied in this work.

In the limiting case B =0 [or, rescaled according to
Eq. (4), ¢ < K], the receptor-law sensitivity x®(c) reduces
to constant chemotactic sensitivity

x° =«k. (6)

The receptor law is derived by assuming independent cellular
receptor dynamics, but it has been shown for E. coli bacteria
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that adaptation dynamics of the intracellular chemotactic
signaling system violate these assumptions and that the
chemotactic response in E. coli strains is better described by
the so-called log-law (LL) sensitivity [44]:

X (c) = f (7

Following [1,26] it can be obtained as a special case of the RL
by considering ¢ ~ K (or rescaled f~! ~ c and k™! ~ ¢). In
Sec. IIT we will compare the collective behavior that results
from the three chemotactic sensitivities x°, ¥, and xR, but
further on we will focus on RL sensitivity.

The autochemotactic coupling between the agents implies
a positive feedback between the number of agents and the
concentration of the field c(r,?): The higher the number of
agents in a certain region, the more chemicals are produced
and therefore even more agents are attracted. In the special case
of B = 0, positive feedback finally leads to a collapse of all
agents into a single §-peaked distribution [29]. In the following
sections we will show how a finite saturation parameter § > 0
effects the collective behavior of the Brownian agents.

B. Macroscopic description and global behavior

In order to analyze the system at large length scales, we use
a mean-field approximation and consider the coarse-grained
density of particles p(r,t) instead of the microscopic stochastic
description of single agents: We assume the factorization of
the N-particle probability distribution function (PDF) into a
product of N one-particle PDFs. This allows us to derive
directly a Smoluchovski equation for the one-particle PDF
P(r,t), corresponding to our overdamped Langevin equations
[Eq. (1a)]. Further on we will describe the system in terms of
the one-particle density function p(r,t) = N P(r,t), where N
is the total number of agents. Corresponding coarse graining
has to be performed with respect to the production term of the
reaction-diffusion equation governing c(r,t) [Eq. (1b)]. Here
we arrive at the macroscopic perspective via (see also [29,30])

N
ge Y8 —ri(1) > g NP(r,1) = gep(rt).  (8)

i=1

This brings us to the following macroscopic model description
for the RL sensitivity:

op(r,t) o  kp(r1)
rani V( ST 1 Bt P ’Bc(r’t)]ch(r,t) + DVp(r,t)),
(%a)
acg’t) = qcp(r,t) — dcc(r,t) + D Ac(r,p). (9b)

This set of continuous partial differential equations can be seen
as a special realization of the well known Patlak-Keller-Segel
model [18,19] with a receptor-law chemotactic sensitivity. A
detailed discussion of general differences between individual-
based stochastic modeling approaches and coarse-grained
descriptions can be found in [45].

Throughout this work, we will use the following integral
operator to represent the global average of an arbitrary function
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g(r,1):
|
(g)(1) = 1 g(r,t)dr, (10)
A

with A being the total area of the system. For no flux, or
periodic boundary conditions (as used in the simulations), the
diffusion of the chemical does not change its total amount in the
system (as N = (p)A = const). The time-dependent global
mean chemoattractant concentration (c)(¢) therefore obeys

d(e)n)
dr

qgc(p) — dc{c)(@). (1)

The solution of the above ordinary differential equation reads

(e)(®) = ZITC(M(l — e, 12)

c

The total amount of chemoattractant increases continuously
and for r > 5t with t = dl it reaches more than 99% of its
final amount and thus can be considered constant

lim (c)(r) = 2 (p). (13)

t—00 d.

We can therefore distinguish between two temporal regimes
with respect to the global amount of chemoattractant in
the system: At short times, for 0 < ¢t < 57, the system is
characterized by a global growth of (c)(¢), whereas at long
times and for ¢ > 57 only a local redistribution of ¢(r,?) takes
place, with the global amount of chemoattractant being well
approximated by its constant stationary limit given in Eq. (13).
If not stated otherwise, we will focus on the case of stationary
global field (¢ >> 5t) with local redistribution.

In the following sections we will study the stability of
the homogeneous solution of Egs. (9a) and (9b) and the
behavior of possible inhomogeneous states. Analytic results
will be compared to GPU simulations of the microscopic
model equations (1a) and (1b).

C. The GPU simulation setup

The Langevin equations governing the single trajectories
of agents were numerically integrated on GPUs based on a
combination of optimized algorithms introduced in [22,46]
and the reaction-diffusion equation was solved using the GPU
finite-difference algorithm described in [47]. For systems with
large ensembles of particles and large simulation grids this
simulation setup leads to significant speed-ups. No explicit

J
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benchmarking was done as we concentrated on the characteris-
tics of our model, but an exemplary comparison gives an idea of
the powerful computational capabilities: The GPU (NVIDIA
Tesla M2050) needs 60 s for 10* discrete integrations of
4 x 103 agents ona 512 x 512 simulation grid, while the CPU
(DELL intel i7-3770) needs 2758 s. This corresponds to a
speed-up by a factor of 46. For smaller systems of 1000 agents
ona256 x 256 grid, we observed a speed-up by a factor of only
2. All simulations described in this work where conducted in
two-dimensional systems on regular squared simulation grids
(grid length set to 1) with periodic boundary conditions.

III. PATTERN FORMATION

A. Linear stability analysis

In this section we perform a linear stability analysis of the
macroscopic equations (9a) and (9b) and compare the results
for the RL sensitivity with the corresponding results for LL
[Eq. (7)] and constant sensitivity [Eq. (6)]. Hereby we show
that RL sensitivity leads to two density regimes (high and
low (p)), where the homogeneous solution remains stable,
and to an unstable regime at intermediate (p), where different
patterns emerge.

A simple solution of the macroscopic model equations (9a)
and (9b) is the stationary and spatially homogeneous solution

p=(p), ¢= lim(c)(®). (14)

In general, (p) = N /A is an important parameter of the system
and only in the particular case of a homogeneous system does it
represent also a solution of the macroscopic equations. We note
that Eq. (13) yields a simple relation between the homogeneous
density and concentration

¢ =gqcp/dc, (15)

which will be frequently used.
Considering a spatially infinite system, we allow small
fluctuations around the stationary homogeneous solution (14),

p(rt)=p+8p with sp=e» flde ™, (16a)
k

crit)=c+3d8c with dc=¢ ng(t)e”'k‘r,
k

(16b)

with f(¢) and gi(¢) being the Fourier amplitudes of the wave
vector k of the perturbations and € < 1. Using the ansatz e’
and Eq. (13), we derive the following dispersion relation:

D c D k2 d(' D Cc D k2 dL' 2 12 Cc
hoi (k) = D+ DK Hde | (DA DK Hdl 5500 by — ey, (17)
2 4 y(1+B%P)
For inhomogeneous fluctuations (finite k vectors) the homogeneous solution is only stable as long as
DD + Dd, — — <P 4c > 0. (18)

y(1+pLp)
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Considering the limit of perturbations with long wavelength
k — 0 and solving for p in order to obtain a stability condition
for the density of particles yields

#+ﬁd“@—-K >+ @ (19)
qcB DyB) B2

The two solutions for which the term on the left-hand side of
Eq. (19) is equal to zero are

_ kd, _ 2Dyp _ 4Dyp
”i_szﬁchKl i )i - } 20

These are the critical densities at which the stability of the
homogeneous solution changes. The condition

Kk > 4Dyp 21

[or x, > 4Dy, if we rescale according to Eq. (4)] defines
the parameter space in which the value inside the square root
in Eq. (20) is positive and we find two critical densities p1
with real, positive values. In this case, we obtain the following
stability conditions for the homogeneous solution p:

0 < p_  (stable), (22a)
p— <p < py+ (unstable), (22b)
0 = psr (stable). (22¢)

The concentration-dependent RL results in two regimes
at high and low particle density, respectively, where the
homogeneous solution is stable. In between, there exists
an intermediate-density regime, where we expect growth of
inhomogeneities and emergence of patterns within the system.
For a fixed density of particles, we solve Eq. (18) for « in
order to explicitly express the stability with respect to the
chemotactic drift coefficient ¥ and the chemotactic saturation
B. The homogeneous solution is stable against inhomogeneous
fluctuations as long as

Dyd, g\’
< Kerit = — (1 +ﬂ—p> . (23)
09 de
Thus, for k > k4 it is unstable and we expect to see pattern
formation. In the special case of D = 0 (with other model
parameters positive), the system is unstable for all « > 0. The
homogeneous solution can be stable only for finite diffusion
of the particle density.

In the special case of B~! & ¢, the RL reduces to the LL
sensitivity (compare, e.g., [1,26]). The linear stability analysis
of Egs. (9a) and (9b), analogous to that described above but
with x"(c) = £, leads to the stability condition

k < Dy. 24)

While the RL induces two density regimes in which the
homogeneous solution is stable, a LL sensitivity implies that
linear stability of the homogeneous state is independent of the
density of particles. For constant chemotactic sensitivity, as
the second special case of the RL with 8 = 0, we note that the
homogeneous solution is stable as long as

Dyd,

P < e (25)
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and therefore depends on the density of particles but exhibits
only one stable density regime at lower densities [29].

We compared the above results of the linear stability
analysis for the different cases of chemotactic sensitivity (RL,
LL, and constant) to results of microscopic simulations (see
Fig. 1). For each type of response, we initialized a set of
systems with homogeneous particle densities varying over
several orders of magnitude. Starting from the lowest densities
of p = 0.0016 (26 agents) up to p = 30 (4.9 x 10’ agents),
we evaluated the pattern formation at different values of the
chemotactic drift coefficient x. Please note that the extremely
low number of agents in the lowest-density case makes
the coarse-graining approach questionable and therefore the
numerical results of the individual-based simulations are likely
to deviate from the analytic predictions resulting from the
macroscopic field equations.

As shown in Fig. 1(al), numerical calculations for RL
sensitivity confirm that p4 [Eq. (20)] distinguishes two regimes
of the particle density in which the homogeneous solution
is stable and an intermediate regime in which we observe
growing inhomogeneities of p(r,t) and c(r,). The deviation
of the numerical results from the analytical description for
lower densities in Fig. 1(al) can be understood by keeping in
mind that we integrated the microscopic equations of motion
for the single trajectories of the agents: Atlow particle densities
this can easily lead to fluctuations of the density that are
beyond the linear regime. At a fixed density of p = 0.031 we
tested the analytical expression for . described in Eq. (23).
Figure 1(all) shows the very good agreement between ana-
lytical and numerical results concerning the interdependence
of the chemotactic drift coefficient x and the chemotactic
saturation parameter 8. Here we emphasize that, in contrast
to the model with self-propelled particles [30], the matching
between theory and simulation results is obtained without any
fit parameter.

Figures 1(b) and 1(c) illustrate stability for LL sensitivity
and constant chemotactic drift. Numerical simulations confirm
that for x(c) = % stability is independent of p and determined
by Eq. (24). For constant chemotactic drift, we validate the
stability condition given by Eq. (25), but note that for lower
densities of particles, we see deviations from the analytical pre-
dictions: Without chemotactic saturation, nonlinear feedback
between p(r,t) and c(r,t) during growth of inhomogeneities
is increased in comparison to the RL sensitivity, where
the chemotactic saturation reduces sensitivity with growing
c(r,t). Thus higher-order positional correlation become non-
negligible for the microscopic dynamics at low densities
and the coarse-grained approximation becomes invalid. This
results in large deviations of the simulation results from
the predictions of the linear stability analysis and is in
accordance with discrepancies between individual-based and
coarse-grained modeling approaches with linear sensitivity
discussed in [45].

B. Transient patterns

In the unstable regime, we observe a variety of transient
patterns. Figure 2 illustrates a selection of typical transients
for different densities of particles with RL sensitivity. All snap-
shots are taken from the simulations in Fig. 1(al) for different
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FIG. 1. (Color online) Comparison of the results of linear stability analysis (red lines) and simulations (blue circles, no pattern formation;
orange crosses, pattern formation) for different chemotactic sensitivities x (c). (a) RL sensitivity xRt(c) = m. (al) Stability for different
values of « and p: red line, p£ [see Eq. (20)]; dashed line, k = 4Dyp [see Eq. (21)]. The simulation parameters are 8 = 1.5, D =2,
y=d.=1,qg.=25,D.=5,and At = 1 x 1073, Black circles for x = 32 mark simulations for different densities with snapshots shown
in Fig. 2. (all) Stability with RL sensitivity for different chemotactic parameters «, g > 0. The red line shows k.3 according to Eq. (23).
The simulation parameters are D = y = q. = D, = 1 and d, = 0.1. (b) Stability for log-law chemotactic sensitivity x““(c) = . The red line
shows the results of Eq. (24). (c) Stability for constant chemotactic sensitivity x° = «. The red line shows the results of Eq. (25). The simulation
parameters for (b) and (c) are D =0.5,d, =g, =2,y = 1,and D, = 0.1.

homogeneous initial densities p at the same simulation time
and at a fixed value of k = 32. Close to the critical line p in
the unstable regime we observe the formation of bubbles [see
Figs. 2(a) and 2(b)]. Decreasing the density of particles the
bubbles get larger and formation of labyrinthine structures
can be observed [see Fig. 2(c)]. With further decrease of
the particle density, the labyrinthine structures disappear and
we see a transition to large, rather asymmetric clusters [see
Fig. 2(d)]. Atlow densities the agents form radially symmetric
clusters [see Figs. 2(e)-2(h)]. The formation of clusters is
experimentally well known from the aggregation of bacterial
colonies as shown, e.g., in [10,48,49]. For very low values
of k, only slightly above k¢, we can observe initially the
emergence of large regions of slightly higher density of
particles instead of distinct clusters, which is indicative of a
long-wavelength instability. Furthermore, for parameter values
close to k¢t [EqQ. (23)] single particles can dynamically move
between clusters and the structure of clusters can fluctuate

greatly. Qualitatively this resembles the behavior observed in
the dynamical clustering of artificial colloids with chemical
signaling studied in [17]. We also see the analogous dynamics
at high densities where insulated particles diffuse into bubbles.
For parameters well above the critical line k., individual
agents are more strongly bound and the clusters (bubbles) show
only small fluctuations around a symmetric disklike shape.

We usually observed typical characteristics of nucleation
processes at high densities (close to p;) and at low densi-
ties (close to p_): Many small inhomogeneities grow and
decay before overcritical stable clusters (bubbles) emerge.
In contrast, labyrinthine structures at intermediate densities
start to grow immediately and are distributed over the entire
simulation space, strongly reminding us of spinodal decom-
position patterns. We therefore note that the overdamped
autochemotactic Brownian agents with RL sensitivity exhibit
a nonequilibrium phase transition that qualitatively resembles
equilibrium liquid-vapor phase transitions.
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FIG. 2. (Color online) Transient patterns emerging with RL
chemotactic sensitivity. All snapshots are taken at the same simulation
time from the simulations shown in Fig. 1(al) (on a 128 x 128
simulation grid) for different mean densities of particles at a fixed
valuek = 32with(a)p =2.3,(b)p =1.9,(c)p = 1.5,(d) p = 1.22,
() p=0.7,) p=0.26,(g) p =0.1, and (h) p = 0.035.
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Similar structures have been studied in systems of self-
propelled Brownian agents with density-dependent mobility
(see [50-54]) and experimental results in [55] show that active
colloids moving via diffusiophoresis also exhibit similar phase
transitions at high densities. Comparing the observed patterns
to experimental findings in biological systems, it can be noted
that in addition to the above-mentioned clustering of bacterial
colonies, e.g., studied in the well known experiments of
Budrene and Berg [10], a variety of patterns has been observed
in related systems of chemotactically interacting bacteria
(see, e.g., [12,56,57]), but experimental studies focusing
specifically on the effect of a concentration-dependent sen-
sitivity on pattern formation are lacking. The results presented
here underline the importance of a concentration-dependent
sensitivity as an essential factor in structure formation and
motivate the hypothesis that interesting decomposition pat-
terns can be expected. We would like to comment that
phase-separation phenomena have been shown to result in
similar patterns in systems of biological agents with density-
dependent mobility, e.g., tissue cells [58] or even ecological
systems [59].

For LL sensitivity and constant drift [Figs. 1(b) and 1(c)],
we observe neither spinodal decomposition patterns nor bubble
formation via nucleation. Clusters are formed, which are more
compact than those of agents with RL sensitivity and show
fewer fluctuations, due to the absence of nonlinear saturation
effects.

C. Long-term behavior

We will now focus on a system with RL sensitivity and
describe its typical long-term behavior at different particle
densities. In the limit # — oo we observe the decomposition
of the diverse transient patterns shown in Fig. 2. The system
evolves to a stationary inhomogeneous state, characterized
by one cohesive domain with a high density of particles
(p > p+), a transition region, and one domain with a low
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FIG. 3. (Color online) Spinodal decomposition and nucleation
for autochemotactic Brownian agents with RL sensitivity. The long-
term behavior is shown at different mean densities of particles: (a)
p»=0.16 at (I) + =20, (II) + = 3000, (III) r = 70000, and (IV)
t=3x10%(b)p = 1.5at(I) ¢ = 200, (I1) ¢ = 1000, (I1T) t = 3000,
and (IV) = 70000; and (c) p = 2.3 at (I) = 1000, (II) ¢ = 1500,
(III) + = 3000, and (IV) ¢ = 70000. All are in the same parameter
regime as shown in Figs. 1(al) and 2. The numerical integration step
At =5 x 1073, Please note the periodic boundary conditions in (b).

density (p < p_) of particles. Figure 3 shows the long-term
behavior of the model for three different initial homogeneous
densities: (a) low density rather close to the critical line p_,
(b) intermediate densities, and (c) high densities close to the
critical line p, . Figure 3(a) illustrates the growth and merging
of clusters that eventually lead to a single surviving cluster
at low mean density p = 0.16. Merging of clusters can be
interpreted as Ostwald ripening [29,30,60]; it is the typical
behavior for systems with low mean density in the unstable
parameter regime. At intermediate densities [Fig. 3(b)] we
see spinodal decomposition into two coexisting phases: The
labyrinthine structures that evolve at p = 1.5 decompose and
finally form one cohesive region of high density with a straight
transition region. Figure 3(c) shows a system of high mean
density p = 2.3 > 2.28 = p,. Even though linear stability
analysis predicts a stable homogeneous solution for p > o4,
in this case, for a mean density only slightly above p,, we
see pattern formation via nucleation. At high densities we
observe the growth and merging of bubbles (instead of clusters
at low densities) that eventually lead to one single bubble
embedded in a region with a high density of particles. The
concentration field c(r,?) in Fig. 3 illustrates that many smaller
inhomogeneities are formed in the region of high densities
(especially at early times), but only a few become stable
bubbles. Later in this paper we will return to the systems
shown in Fig. 3.
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B (the local fitness for the case 8 = 0 is obtained from [29]) For0 < B8 < B, =

Dy [see Eq. (21)] the effective diffusion coefficient Dg

enters the regime where it changes its sign and correspondingly two extrema appear in the local fitness. The densities p. and concentrations
c+ at which D (p) changes its sign and we find the extrema of I'(c) are related by c. = %pi [see Eq. (39)] and are in accordance with the

critical densities obtained from the linear stability analysis.

IV. DISCUSSION OF LIMITING CASES

In this section we will assume that the concentration of
the field c(r,r) and the particle density p(r,?) relax to their
stationary states at significantly different time scales (similar
approach as in [29] for the model with 8 = 0). This allows us
to go beyond the results of the linear stability analysis.

A. Fast relaxation of the field

In the limiting case of a fast relaxation of the field into
its stationary state, we assume that c(r,#) directly follows the
particle density so that the time evolution of p(r,#) governs
the coupled system. Assuming a quasistationary state of the
field ("C ~ () allows us to rewrite the macroscopic density
equation (9a) as an ordinary diffusion equation (as done in [29]

for p =0)
?)_I(t) = %(Deff(r’t)g_i)’ (26)
with the effective diffusion coefficient
Du(rt) = D — —<PED_ ¢ @7

[+ BeP op’
If we additionally consider the case of small diffusion of the
field (D, = 0), fastrelaxation of ¢ to its stationary state justifies
the approximation that at every position r the field c is directly
proportional to the particle density

dnn:%ﬁmn. (28)

Using this local relation allows us to simplify the effective
diffusion coefficient and rewrite it as a function of the particle
density

k& p(r,t)
2
y(1+ B o)

Defi(r,t) = D — (29)

or [using Eq. (28)] as a function of the chemoattractant
concentration, respectively. Figure 4(a) shows a plot of
Der(p) for different values of the saturation coefficient S.
For B = 0, the effective diffusion coefficient monotonically
decreases with growing density of particles. However, for
0<B<B.= M’;—y [see Eq. (21)] it is interesting to note that
D.¢ changes its sign at two densities p: Forsmall p < p_ itis
positive, for intermediate densities p_ < p < p. itis negative,
and for high densities p. < p it is positive again. A positive
effective diffusion coefficient corresponds to the spreading of
the particle density while D g < 0 leads to the agglomeration
of particles. Setting Deir = 0 shows that the two densities
where the effective diffusion coefficient changes its sign
correspond to the densities p4 obtained from the linear stability
analysis of the homogeneous solution [see Eq. (20)]. The
density regime in which the homogeneous solution is unstable
corresponds to the density regime where the effective diffusion
coefficient is negative. Very recently it was shown in [53,54]
that active Brownian particles with density-dependent motility
can exhibit phase-transition characteristics that resemble
those observed here.

Figure 5 shows the numerical calculation of the spa-
tiotemporal evolution of the binary effective diffusion coef-
ficient of a system initialized in the homogeneous state with
parameters in the clustering regime. Ringlike regions of a
negative effective diffusion coefficient can be observed in the
outer regions of the clusters. Only in these local transition
regions p_ < p(r,t) < p+ do we find particle densities (field
concentrations) corresponding to negative values of Deg. In
contrast, the effective diffusion coefficient for 8 = 0 is strictly
negative throughout entire clusters (see [29]).

Interestingly, a detailed analysis of E. coli trajectories
within autochemotactic clusters reveals an increase of tum-
bling frequency in outer regions of a cluster [48]. This can be
related to a decrease of the effective diffusion coefficient at the
boundary, in relation to the cluster center, suggesting effective
diffusion profiles similar to those shown in Fig. 5.
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FIG. 5. (Color online) Numerical calculation of the spatiotempo-
ral evolution of the binary (black, negative; white, positive) effective
diffusion coefficient D.g [based on Eq. (29) with ¢ = Zf,o and c¢(r,t)
from simulations] at times (I) # = 100, (II) # = 500, and (IIT) ¢ = 4990
(the simulation parameters are k =80, § =4, D =1.5,d. =0.2,
andy =¢qg. = D, =1).

B. Fast relaxation of the particle density

In the limiting case of a fast relaxation of the particle
density, the time evolution of c(r,t) governs the coupled
system. Following [29] we assume a quasistationary state of
the particle density pg With "g‘l‘“‘ ~ 0. With respect to Eq. (9a)
this yields

0Pstat _ K Pstat % -0 (30)
or y(1 + Bc)? or
for no flux or periodic boundary conditions. The corresponding
normalized quasistationary solution reads
_ expl—a(B + p*c)"]
(expl—a(B + B20)7'])

€2y

Pstat =
with o = 5-.
By plugging Eq. (31) into Eq. (9b), we obtain
dc(r,t I'(c(r,t
dr):d&“ﬁ< (cmt)
dat Fglobal(c(rvt))
fe(r,1))
= f(c(r,1)) + D Ac(r,t). (32)
Here we defined a reaction rate f(c(r,z)) that is mainly

determined by two terms: The numerator of the first term
in large parentheses in Eq. (32) will be called the local fitness

1 (___jL__> (33)
crn P\ TR Brern)

and the denominator is the global fitness

1) + D Ac(r,t)

I'(c(r,t)) =

1
1—‘global(c(rvt)) = E< exXp < (34)

)

B+ Bre,n)) |
Hereby we replaced p from Eq. (31) using Eq. (15).
The names of the terms above are motivated by a structural
analogy of Eq. (32) (for D, = 0) to the selection equations
of Eigen-Fisher type (see, e.g., [29,61]): A single spot of
high concentration (cluster of particles) emerging in a system
with low mean density can be interpreted as a species j,
characterized by a fixed concentration ¢; instead of spatially
extended concentration profile c(r,¢), with a local fitness given
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by Eq. (33). From this perspective, the time evolution of spots
of high concentration represents a selection process. We will
return to this interpretation further on and proceed now with
the analysis of the behavior of Egs. (32)—(34).

While I'(¢(r,t)) can be different at every position r and
every time step ¢ [corresponding to the local concentration
c(r,t)], the global fitness I'gopar(c) is in general a time-
dependent global quantity, which depends on the spatial
distribution of c(r,7) in the system. As the global fitness
depends on the spatial integral over the area A of the system, it
is reasonable to assume that it only changes slowly compared
to local changes in c(r,t). For a homogeneous distribution ¢
[see Eq. (14)] we note that

1
gmma=5wp( “ )=r®. (35)

B+ %

Considering small perturbations §¢(r,t) around the homo-
geneous concentration ¢, we linearize Eq. (32) around ¢. With

8¢ ~ MK we obtain
d [T T ioba
_ f (o) 9 globar(c) _KD,. (36
I'(c) ac |._¢ dc o=

If we assume long-wavelength perturbations, we can neglect
changes in the global fitness

1—‘lglobad(z +dc) & 1-‘globzﬂ(E)- 37

Therefore, stability around the homogeneous state depends
only on the sign of the derivative of the local fitness.
Figure 4(b) shows that for 0 < 8 < B, = ﬁ local fitness
has one minimum at c_ followed by one maximum at c.. This
implies the following stability conditions:

¢ < c_ (stable), (38a)
c_ <c¢ < cy (unstable), (38b)
¢ > c_ (stable). (38¢c)

For small perturbations around ¢ > ¢4 or ¢ < c_, the ho-
mogeneous solution is stable and global fitness remains
stationary with I'giopa(¢) = I'(¢). However, in the unstable
regime forc_ < ¢ < cy, fluctuations around the homogeneous
distribution will grow and according to the temporal evolu-
tion of the pattern, the global fitness will change in time.
Calculating the extrema of the local fitness, we get
4qc
Cx = P (39
where p1 are the densities obtained from the linear stability
analysis [see Eq. (20)], which correspond also to the values
where the effective diffusion coefficient changes its sign. The
correspondence of py obtained from the effective diffusion
coefficient and ¢4+ obtained from the local fitness is illustrated
in Fig. 4. Figure 4(b) shows a plot of the local fitness I'(c)
for different values of the saturation coefficient 8 compared
to one exemplary value of the time-dependent global fitness
[giobal(c). Please note that for the limit 8 = 0 we used the
corresponding expression from [29].
Without chemotactic saturation (8 = 0) we see one min-
imum of I'(c) and only one density at which the effective
diffusion coefficient changes its sign. For 0 < 8 < ., in
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FIG. 6. (Color online) Typical forms of the reactionrate f(c) [see
Eq. (32)] for different regimes of chemotactic saturation 8. The case
B =1 is plotted with the same parameters and the same exemplary
value of T'gjopai(c) as shown in Fig. 4(b). In this regime with 0 < 8 <
B = ﬁ [see Eq. (21)] we typically find three zeros ¢; of f(c). As
the global fitness is time dependent, we note that the zeros of f(c)
are in general time dependent, i.e., ¢;(¢). For 8 = 0 there are typically
two zeros and for B > B. only one zero can be found. For a locally
vanishing concentration c¢(r,t) = 0 the reaction rate f(c) approaches
a finite value f(c) = =%“— exp(—a/B), which depends on the global

lqgloba\l

fitness.

contrast, there are two extrema I"(c+) and the concentrations
c+ correspond to the densities p4 [via Eq. (39)] where we find
the two zeros of the effective diffusion coefficient Deg(po+).
With increasing chemotactic saturation 8 the maximum of
the local fitness I'(cy) shifts towards lower concentrations
of c(r,t). This corresponds to a shift of the critical value
p+ where the effective diffusion coefficient changes its sign.
If, in contrast, one increases «, the maximum of I'(c¢) shifts
towards higher values of c(r,?). For 8 > . the local fitness
monotonically decreases with increasing concentration ¢ and
correspondingly there is no change of sign of the effective
diffusion coefficient [see Fig. 4(a)].

Neglecting the diffusion of the field (D, =~ 0) in Eq. (32)
allows us to get a closer look at the reaction rate f(c) defined
in Eq. (32),

de(r,r)  dec(r,r)
Jt - Fglobal(c(ra t))

We can directly see that f(c) > 0 for I'(c) > I'gopa(c) and
f(e) <0 for I'(c) < Igiopai(c) (for d. > 0). The reaction
rate is zero if I'(¢) = [gobar(c). For a locally vanishing
concentration c(r,?) = 0 it approaches a finite value f(c) =

de exp(—a/B), which depends on the global fitness at the

l—‘globz\]
corresponding time.

Figure 6 illustrates typical forms of f(c) for different
regimes of chemotactic saturation. For B = 0 we typically
have two zeros and for 8 > B, only one zero occurs. In the
case of finite chemotactic saturation with 0 < 8 < . we find
three zeros of f(c) as long as

['(c-) < Pgopa(c(r,1)) < T'(cq). (41)

Please note that f(c) with =1 as depicted in Fig. 6
corresponds directly to the local and global fitness shown in

{T'(c(r,0)) — Cgiobar(c(r,1)}.  (40)
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Fig. 4(b). The zeros of f(c), corresponding to the dynamical
fixed points of the selection equation, are in general time
dependent [c(2), c2(), and c3(1)] because I'giopar(c(r,?)) is
time dependent. For t+ — oo the system reaches a stationary
inhomogeneous state in which only small fluctuations of the
global patterns occur. This corresponds to small fluctuations of
the global fitness around a stationary value and implies that for
t — oo the fixed points c;(¢) evolve toward stationary values
co1, €02, and co3. During the evolution of the system, the values
of ¢;(¢) fulfill the relations

ci(t) <c_,

c_ <ot) <cy, cp <c3(t)

with respect to the extrema of the local fitness as long as
Eq. (41) holds. If we consider a perturbation around c; (), linear
stability depends on the sign of the derivatives of local and
global fitness [linearization of Eq. (40) around the zeros leads
to an expression with a structure similar to that of Eq. (36), but
without the diffusion term]. With the same arguments as above,
we assume that the global fitness remains constant for small
perturbations, so only the sign of the derivative of the local
fitness determines stability around the zeros. This brings us to

e1(t) = cor < . (stable), (42a)
e <et) S e < ey (unstable),  (42b)
e3(t) "= e > ¢i (stable). (42¢)

Motivated by the qualitative analogy of the patterns shown in
Sec. III to equilibrium liquid-vapor phase transitions, we may
use this to distinguish two different regimes.

(1) Spinodal decomposition. For c_ < ¢ < ¢, we are in an
unstable regime with respect to the linear stability analysis
(and obtain a negative effective diffusion coefficient).

(ii) Metastability. For ¢ < c_ or ¢4 < ¢ the homogeneous
solution is stable with respect to the linear stability analysis,
but if I'(c_) < Igopa(€) < I'(c4), we find two stable zeros
c1(t) and c3(¢) of the reaction rate f(c) and are therefore still
in a metastable regime where c(r,) can evolve from c; to ¢3
for supercritical fluctuations.

The above-introduced regimes are not meant as exact
definitions but as a semiquantitative extension of the results
of the linear stability analysis; The bubbles shown in Fig. 3(c)
emerge for a mean density p = 2.3 (¢ = 5.75) slightly above
the critical density p; = 2.28 (c; = 5.7) obtained from the
linear stability analysis and show typical behavior of a phase
transition via nucleation; however, in general, bubbles may
also occur for densities p < p4, in the vicinity of p,. We
performed a number of numerical simulations with initial
conditions corresponding to finite nuclei (bubbles). Hereby
we observed that these bubbles remain stable in systems with
an overall mean density p clearly above p, . This additionally
indicates the metastable character. The labyrinthine structures
in Fig. 3(b) in contrast emerge only within the unstable regime
and show typical behavior of phase separation via spinodal
decomposition. The clusters at low densities are formed within
the unstable regime but also partly for p < p_ (see Fig. 1),
as the microscopic simulations can easily lead to nonlinear
fluctuations at very low mean densities and can lead to a fast
growth of localized structures.
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FIG. 7. (Color online) Numerical calculation of the global fitness I'gioba(c(r,?)) [see Eq. (34)] and reaction rate f(c(r,?)) [see Eq. (32)]
for the long-time simulations shown in Fig. 3: (a) low mean concentration with cluster formation, (b) intermediate mean concentration with
labyrinthine patterns, and (c) high mean concentrations with bubble formation. On the left-hand side (I) black dots denote numerically calculated
values of the global fitness, the blue dashed line denotes I'(¢), and the dark cyan line denotes I"(c;). On the right-hand side (II) the reaction
rate f(c) is shown at the times of the snapshots shown in Fig. 3. The simulation parameters are o = ;- =16, 8 = 1.5, d. =1, g. = 2.5,

and D, = 5.

Returning to the expression in Eq. (32), we note that
we deal with a reaction-diffusion equation with a bistable
reaction rate f(c) with two time-dependent stable attractors
c1(t) and c3(t) that evolve towards the stable fixed points
co1 and cp3 as the stationary inhomogeneous state is reached.
For the three different initial densities shown in Fig. 3, we
calculated the time evolution of the global fitness and f(c)
numerically. Figures 7(al)-7(cl) show the time evolution of
['(c(t)) compared to I'(c4) and I'(c) and Figs. 7(all)-7(cIl)
show the corresponding reaction rate f(c) at the times of
the snapshots in Fig. 3. Recalling the different global time
scales of our model, we note that all times shown in Fig. 7
correspond to times ¢ > 5t with an approximately constant
total amount of chemoattractant and only a local redistribution
of c(r,t). In the system with low mean initial concentrations,
spots of high concentration (particle clusters) grow and merge
[see Fig. 3(a)]. The spatial redistribution of the concentration
c(r,t) that goes along with the merging of the clusters leads to
an increase in the global fitness, which eventually approaches
a stationary value below I'(c) [see Fig. 7(a)].

The time periods of nearly constant global fitness in
Fig. 7(a) for 20000 < ¢ < 150000 correspond to states where
only a few clusters are left; for large systems with only few

;=

clusters very long times may be necessary until two clusters
merge and in these time windows there is no significant change
in global fitness. From the perspective of the analogy of
Eq. (40) to the Eigen-Fisher selection equation (introduced
above), these time windows of nearly stationary global fitness
may be interpreted as punctuated equilibria [62] known from
evolutionary biology: Evolution leads to selection and the
survival of the fittest (selection equation of Eigen-Fisher type
finally leads to an inhomogeneous stationary state) and the
evolution of the system is characterized by long periods with no
significant changes (stationary global fitness) and short, rather
sudden periods in which new species evolve (when two clusters
merge). Similar characteristics can be observed in evolutionary
learning processes of small recurrent networks [63]. The
analogy to evolutionary biology of course has its limits, as
we are not looking at the formation of new species (spots) but
rather an inverse process of merging of distinct chemotactic
spots.

At higher densities, corresponding to the labyrinthine
structures in Fig. 3(b), the global fitness shows only small
fluctuations [see Fig. 7(b)] during the temporal evolution of
the pattern [shown in Fig. 3(b)]. Thus, in this regime, the
selection dynamics remains in an evolutionary equilibrium.
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For even higher densities of particles, close to the critical
line p.+, where bubbles form and merge [see Fig. 3(c)], we ob-
serve that the global fitness (slightly) decreases to a stationary
value below c; [see Fig. 7(c)]. For all three initial densities
the global fitness approaches a stationary value around I'(cy)
and the systems evolve into a stationary inhomogeneous state
of one single cohesive domain of high (low) concentration
embedded in a region of low (high) concentration.

We will now consider growth of a single domain of high
concentration (cluster of particles). Recalling the bistable
reaction rate f(c), we interpret growth of a cluster in radial
direction from the center as a frontlike growth from the higher
stable fixed point c3(¢) to the lower stable fixed point c;(¢). In
analogy to domain growth in nonequilibrium bistable systems
(see, e.g., [64,65]), we calculate a time-dependent critical
radius of the cluster. We change into polar coordinates and
consider a system with a single cluster at the origin. Assuming
a radially symmetric cluster in a two-dimensional system, we
continue to investigate the reaction-diffusion equation (32) that
results from the quasistationary assumption for the particle
density and rewrite it in polar coordinates

dac D, dc 9%c

o= FO)+ S 4 Do 43)
Here the reaction rate f(c) is given by Eq. (32). According to
the zeros of the reaction rate [see Eq. (42a)], we formulate the
boundary conditions

c(0,1) = c3(t) > cy, (44a)

c(oo,t) = c1(t) < c_. (44b)
The radius of the saturated domain (single cluster) R(¢) can be
implicitly defined by

c(R(),t) = c*, (45)
where ¢_ < ¢* < ¢y is a fixed concentration in the unstable

transition region connecting both of the stable states. Taking
the derivative of Eq. (45) with respect to time

dc(R(1),t de(r,t dR
RO | dern)] AR _ 46)
ot o |,—rq) dt

we obtain an expression for the time evolution of the radius of
the cluster

dR ac(r,t)/ot

= et “n

r=R(t)

If we assume a frontlike profile of ¢(r,#) with a sharp transition
region at each time step such that g—; =0 for r =0 and for
r — 00, we can use methods for domain growth in bistable
systems (see, e.g., [64,65]) and obtain

dR ( 1 1)
— =D\ o—-=%) (48)
dt Ry(t) R

where the time-dependent critical radius is given by

D. de 2dr
Ri(r) = {é(—"’) (49)

/: o flode
Here the time dependence of Ry(¢) is due to the temporal
evolution of the global fitness, which results in a time
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dependence of ¢; (¢). Please note that the critical radius diverges

for vanishing denominator [Ry () — oo for fc Lf(it)) f(c)dec —
0] and may change its sign depending on the sign of the
denominator. We decompose the integral in the denominator

according to the zeros of the reaction rate

c3(t) oo(t)

f(o)de =
ci(t) (1)

c3(1)

fle)de + f fode  (50)

(1)

in order to clarify that for the typical form of f(c) we obtain
a negative contribution from the first integral and a positive
contribution from the second integral on the right-hand side
of Eq. (50) (compare to Figs. 6 and 7). Both terms are time
dependent due to the time dependence of the global fitness:
If global fitness increases, c3(¢) decreases and c;(¢) increases
(compare to Fig. 4 for different values of I'gobar O see Fig. 7).
This leads to a decreasing integral over the reaction rate
[Eq. (50)] and therefore an increasing critical radius. For
decreasing global fitness, in contrast, c3(¢) increases and c,(¢)
decreases and so the integral over the reaction rate increases
and the critical radius decreases.

Numerical calculations show that growth of a single cluster
goes along with an increase of I'gopa1 and therefore the critical
radius increases until the stationary state is reached. In the sta-
tionary state the denominator of the critical radius is given by

/m f(c)dc:/02 f(c)dc—i—/ ) f(eydce. (51)

These calculations may also be applied to the growth of bub-
bles instead of clusters. For that we only have to set the origin of
polar coordinates in the center of a bubble and interpret growth
of the bubble as a frontlike growth from c; to c3 [as bubbles
grow, c3(t) shifts towards higher concentrations; see Fig. 7].
Thus we identify a positive Ry(f) in Eq. (49) with a high-
density cluster and a negative Ry (¢) with a low-density bubble,
whereas a diverging critical radius corresponds to straight
domain boundaries between high- and low-density regions.
The above considerations were confirmed numerically:
We computed the integral over the reaction rate in the
different stationary inhomogeneous states—clusters, bubbles,
and labyrinthine structures—that are illustrated in Fig. 3. For
the clusters shown in Fig. 3(a) (as well as for the cluster in
Fig. 8) integration over the reaction rate (51) from cg; to co3
leads to a positive value and therefore a positive critical radius.
For the bubble in Fig. 3(c) we obtain a negative critical radius;
for the pattern with a straight transition region at intermediate
densities [see Fig. 3(b)], the integral over the reaction rate is
approximately zero. This confirms our expectation of a positive
boundary curvature for clusters, a negative one for bubbles,
and a vanishing curvature (diverging critical radius) for the
inhomogeneous pattern with a straight transition region.

V. SINGLE CLUSTERS

A. Domain growth

If a single cluster is initialized with a density of particles
well beyond p,, the chemotactic drift is small (due to the
saturation for 8 > 0) compared to the diffusion of the particle
density and thus the particles spread out and thus the cluster
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FIG. 8. (Color online) Simulation of growth of single clusters: (a) snapshots at different times (detail of a 256 x 256 simulation grid) and
(b) ensemble averages of the cluster profiles {(o(r,7)). and (c(r,?)). at the times corresponding to the snapshots (the simulation parameters
are k =300, 8 =4, D =25, q. =0.1,d. = 0.05, and D, = 0.8). The value of the stationary fixed point cg3 of the reaction rate f(c) was
calculated numerically. Please note that the density py3;, which corresponds to cg3 via po3 = cozd./q. [see Eq. (28)], is also indicated.

area grows. As N is constant cluster growth is limited and we
expect the cluster to finally reach a stationary state.

The snapshots in Fig. 8(a) illustrate a typical time evolution
of a single cluster initialized with a density of particles well
beyond p.. As expected, the cluster grows until it finally
reaches a stationary state.

The snapshots are taken from the simulations in Fig. 8(b),
which show the time evolution of the mean profiles (o(7,t)).
and (c(r,t)),. in radial direction from the center of the cluster.
Here (---), represents the ensemble average over 1000
realizations. Initial supersaturation decreases with increasing
radius of the cluster until a stationary state is reached. As
illustrated in Fig. 8(b), numerical calculations of the stationary
fixed point cg3 of the reactionrate f(c) [see Egs. (40) and (42a)]
show that in the stationary state the mean concentration
(c(r))e in the inner region of the cluster approaches the
value co3.

In Fig. 8(b) the density pg3, which corresponds to co3 via
P03 = co3/a [see Eq. (28)], is also indicated. With increasing
distance r from the cluster center, the concentration and density
of particles in the stationary profiles decrease and finally
approach zero for large r. In the parameter regime we used,
the lower stable fixed point is at very small concentrations
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(co1 < 1), so the microscopic simulations lead to vanishing
values outside the cluster.

B. Stationary characteristics of single clusters

The reaction rate f(c) has two stationary fixed points, one
at ¢p; < c— and one at cp3 > ¢4, and as Fig. 8 confirms, we
can expect a stationary value (c(r)), = co3 in the inner regions
of the cluster. In the transition region we can expect cp; <
(c(r)). < co3 and in the surrounding system (c(r)), = coi-
However, in order to calculate the values of the fixed points,
we need to know the stationary value of Igjopai(c(r)), which
so far we were only able to calculate numerically. However,
based on the discussions of the limiting cases (see Sec. IV),
we can assume that the stationary profiles (o(r)). [{c(r)).] will
be distributed around the values p, (c.) where the effective
diffusion coefficient changes its sign (and we find a maximum
of the local fitness).

In order to get an approximation of the mean stationary
particle density pmean (as well as the mean stationary concen-
tration cpean) Of single clusters, we neglect the actual form of
the stationary profiles {(p(r)). and (c(r)). and treat a cluster as
a disklike structure of radius R® with a homogeneous particle
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FIG. 9. (Color online) Comparison of p, and ¢, to numerical calculations of (a) mean density ppye., and (b) mean concentration ¢pe,, of
single clusters in the stationary state for different values of the chemotactic saturation parameter 8 (the simulation parameters are q./d, = 2,
k =300, D = 2.5, and y = 1; for the numerical calculation of the mean values we included the transition region in the outer parts of a cluster).
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FIG. 10. (Color online) Single clusters in the stationary state for
different values of the saturation coefficient 8 (snapshots are taken
from the simulations shown in Fig. 9).
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density that is given by pmean = P+ (Cmean = ¢+) and a sharp
transition to a region where the particle density (concentration
of the field) vanishes:

(p())e ~ p4+O(R" — 1),
(c(r))e ~ c1O(R® — ).

(52a)
(52b)

In order to evaluate this approximation, we simulated single
clusters in the stationary state for different values of the
saturation parameter 8 and numerically calculated ppmean and
Cmean- Hereby we defined the radius of the cluster by including
the transition region. As shown in Fig. 9, we obtain very
good quantitative agreement between the analytical approx-
imation and numerical results: The average density (concen-
tration) of single clusters, including the transition region, can
be approximated by p (cy). The snapshots in Fig. 10 illustrate
clusters in the stationary state for different values of 8. The
cluster size grows with increasing values of 8 and for large
B single particles start to leave the cluster and its shape and
transition region become irregular. When we looked closer at
the profile of single clusters in the stationary state, we observed
dynamic growth and decay of smaller inhomogeneities in the
inner regions of the clusters as well as fluctuations in the outer
transition region. This underlines the stochastic nature of the
stationary clusters. For example, we calculated the mean-
square displacement of the center of mass of single clusters
of different sizes (numbers of agents) and note that (i) the
clusters show normal diffusive behavior and (ii) the diffusion
coefficient of large clusters (N = 25 000) approaches the value
that one would expect for the center of mass of an ensemble
of free particles without chemotactic coupling.

VI. CONCLUSION

In this work we have studied the effects of concentration-
dependent chemotactic sensitivity on the collective behavior
of autochemotactic Brownian agents. We compared different

PHYSICAL REVIEW E 89, 022711 (2014)

chemotactic drift functions and showed that the nonlinear
receptor-law sensitivity leads to two distinct density regimes
where the homogeneous solution is stable: a low-density
regime ({p) < p—) and a high-density regime ({p) > p4). At
intermediate densities for (p— < (p) < p4) and sufficiently
strong chemotactic coupling, the homogeneous solution be-
comes unstable. A variety of spatiotemporal patterns, namely,
bubbles, labyrinthine structures, and clusters, can be observed
and for¢# — oo the system approaches a stable inhomogeneous
state with two coexisting phases. In the linearly unstable
regime these show characteristics of phase transition via spin-
odal decomposition, while close to pi+ nucleation processes
can be observed.

The analysis of the limiting cases g—‘l’ ~ (0 and % ~ 0
motivates, on the one hand, the introduction of an effective
density-dependent diffusion coefficient and, on the other
hand, the introduction of a local (and global) fitness in an
equation analogous to a Fisher-Eigen selection equation. Both
limits confirm the general result of the linear stability analysis
and allow further insights into the dynamical behavior of the
system.

For the receptor-law response, the limiting case % ~ 0
leads to an effective diffusion coefficient that is negative
only for a finite range of densities p_ < p(r,t) < p4, which
correspond to the densities in the transition regions found in the
outer parts of large chemotactic clusters. Interestingly, agents
in the inner regions of such clusters behave as free Brownian
particles with a positive effective diffusion coefficient, in
contrast to the case of constant chemotactic response.

The limiting case g—‘t’ ~ 0 allows the formulation of an
effective bistable time-dependent reaction-diffusion equation,
which was used to obtain results beyond a linear stability
analysis. We discussed a metastable regime described by the
two stable zeros of the reaction rate and derived the time-
dependent critical radius of a single rotationally symmetric
domain, which allows one to distinguish stationary patterns,
such as high-density clusters, low-density bubbles, and phase-
separated structures with straight domain boundaries. We
furthermore showed excellent quantitative predictions of mean
stationary characteristics of such structures, for example, the
average density of single clusters.

Our results show that already for the simple case of
motile chemotactic agents a concentration-dependent chemo-
tactic response will strongly affect the emerging large-scale
patterns [9,10]. In many experimental system the details
of the chemotactic response, in particular its concentration
dependence, are not yet fully understood. Here our approach
allows us to explore the large-scale behavior for different
chemotactic response functions and to derive quantitative and
qualitative predictions on the expected patterns, which in turn
can be compared to experimental observations.

[1] J. D. Murray, Mathematical Biology: 1. An Introduction
(Springer, New York, 2007).

[2] R. T. Tranquillo, D. A. Lauffenburger, and S. H. Zigmond,
J. Cell Biol. 106, 309 (1988).

[3] H. Hatzikirou, D. Basanta, M. Simon, K. Schaller, and
A. Deutsch, Math. Med. Biol. 29, 49 (2010).

[4] T. Werbowetski, R. Bjerkvig, and R. F. Del Maestro,
J. Neurobiol. 60, 71 (2004).

022711-14


http://dx.doi.org/10.1083/jcb.106.2.303
http://dx.doi.org/10.1083/jcb.106.2.303
http://dx.doi.org/10.1083/jcb.106.2.303
http://dx.doi.org/10.1083/jcb.106.2.303
http://dx.doi.org/10.1093/imammb/dqq011
http://dx.doi.org/10.1093/imammb/dqq011
http://dx.doi.org/10.1093/imammb/dqq011
http://dx.doi.org/10.1093/imammb/dqq011
http://dx.doi.org/10.1002/neu.10335
http://dx.doi.org/10.1002/neu.10335
http://dx.doi.org/10.1002/neu.10335
http://dx.doi.org/10.1002/neu.10335

ACTIVE BROWNIAN AGENTS WITH CONCENTRATION- ...

[5] V. Quaranta, K. A. Rejniak, P. Gerlee, and A. R. A. Anderson,
Semin. Cancer Biol. 18, 338 (2008).

[6] R. Segev and E. Ben-Jacob, Neural Netw. 13, 185 (2000).

[7] H. G. E. Hentschel and A. Van Ooyen, Proc. R. Soc. London
Ser. B 266, 2231 (1999).

[8] E. Ben-Jacob, Contemp. Phys. 38, 205 (1997).

[9] E. O. Budrene and H. C. Berg, Nature (London) 376, 49 (1995).

[10] E. O. Budrene and H. C. Berg, Nature (London) 349, 630
(1991).

[11] E. Ben-Jacob, 1. Cohen, and H. Levine, Adv. Phys. 49, 395
(2000).

[12] E. Ben-Jacob, O. Schochet, A. Tenenbaum, 1. Cohen, A. Czirok,
and T. Vicsek, Nature (London) 368, 46 (1994).

[13] D. D. Thomas and A. P. Peterson, J. Gen. Microbiol. 136, 847
(1990).

[14] G. Gerisch, Annu. Rev. Physiol. 44, 535 (1982).

[15] R. Dilao and M. J. B. Hauser, C. R. Biol. 336, 565 (2013).

[16] Y. Hong, N. M. K. Blackman, N. D. Kopp, A. Sen, and
D. Velegol, Phys. Rev. Lett. 99, 178103 (2007).

[17] 1. Theurkauff, C. Cottin-Bizonne, J. Palacci, C. Ybert, and
L. Bocquet, Phys. Rev. Lett. 108, 268303 (2012).

[18] C. S. Patlak, Bull. Math. Biophys. 15, 311 (1953).

[19] E. E. Keller and L. A. Segel, J. Theor. Biol. 26, 399 (1970).

[20] R. Tyson, S. R. Lubkin, and J. D. Murray, J. Math. Biol. 38, 359
(1999).

[21] M. J. Tindall, P. K. Maini, S. L. Porter, and J. P. Armitage,
Bull. Math. Biol. 70, 1570 (2008).

[22] M. Januszewski and M. Kostur, Comput. Phys. Commun. 181,
183 (2010).

[23] T. Preis, Eur. Phys. J. Spec. Top. 194, 87 (2011).

[24] P. Romanczuk, M. Bar, W. Ebeling, B. Lindner, and
L. Schimansky-Geier, Eur. Phys. J. Spec. Top. 202, 1 (2012).

[25] I. R. Lapidus and R. Schiller, Biophys. J. 16, 779 (1976).

[26] D. Lauffenburger, C. R. Kennedy, and R. Aris, Bull. Math. Biol.
46, 19 (1984).

[27] M. T. Widman, D. Emerson, C. C. Chichia, and R. M. Worden,
Biotechnol. Bioeng. 55, 191 (1997).

[28] C. Chiu and F. C. Hoppensteadt, J. Math. Biol. 42, 120 (2001).

[29] F. Schweitzer and L. Schimansky-Geier, Physica A 206, 359
(1994).

[30] P. Romanczuk, U. Erdmann, H. Engel, and
L. Schimansky-Geier, Eur. Phys. J. Spec. Top. 157, 61
(2008).

[31] T. J. Newman and R. Grima, Phys. Rev. E 70, 051916 (2004).

[32] R. Grima, Phys. Rev. Lett. 95, 128103 (2005).

[33] A. Sengupta, S. van Teeffelen, and H. Lowen, Phys. Rev. E 80,
031122 (2009).

[34] J. Taktikos, V. Zaburdaev, and H. Stark, Phys. Rev. E 85, 051901
(2012).

[35] P. H. Chavanis, Commun. Nonlinear Sci. 15, 60 (2010).

[36] E. Schweitzer, Brownian Agents and Active Particles: Collective
Dynamics in the Natural and Social Sciences (Springer, Berlin,
2003).

PHYSICAL REVIEW E 89, 022711 (2014)

[37] M. Ueda and T. Shibata, Biophys. J. 93, 11 (2007).

[38] G. Amselem, M. Theves, A. Bae, E. Bodenschatz, and C. Beta,
PLoS ONE 7, €37213 (2012).

[39] G. Amselem, M. Theves, A. Bae, C. Beta, and E. Bodenschatz,
Phys. Rev. Lett. 109, 108103 (2012).

[40] R. Erban and H. Othmer, SIAM J. Appl. Math. 65, 361
(2004).

[41] A.Baba, T. Hiraiwa, and T. Shibata, Phys. Rev. E 86, 060901(R)
(2012).

[42] Y. Tu, T. S. Shimzu, and H. Berg, Proc. Natl. Acad. Sci. U.S.A.
105, 14855 (2010).

[43] R. Grima, Phys. Rev. E 74, 011125 (2006).

[44] Y. V. Kalinin, L. Jiang, Y. Tu, and M. Wu, Biophys. J. 96, 2439
(2009).

[45] R. Grima, Curr. Top. Dev. Biol. 81, 435 (2008).

[46] S. Green, NVIDIA Whitepaper No. 2(3.2), 2008 (unpublished).

[47] P. Micikevicius, in Proceedings of Second Workshop on General
Purpose Processing on Graphics Processing Units, edited by
D. Kaeli and M. Leeser (ACM, New York, 2009), p. 79.

[48] N. Mittal, E. O. Budrene, M. P. Brenner, and A. van Oudenaar-
den, Proc. Natl. Acad. Sci. U.S.A. 100, 13259 (2003).

[49] C. Xue, E. O. Budrene, and H. G. Othmer, PLoS Comput. Biol.
7,e1002332 (2011).

[50] M. E. Cates, D. Marenduzzo, 1. Pagonabarraga, and J. Tailleur,
Proc. Natl. Acad. Sci. U.S.A. 107, 11715 (2010).

[51] A.B. Potapov and T. Hillen, J. Dyn. Differ. Eqn. 17, 293 (2005).

[52] Y.Fily and M. C. Marchetti, Phys. Rev. Lett. 108,235702 (2012).

[53] J. Stenhammar, A. Tiribocchi, R. J. Allen, D. Marenduzzo, and
M. E. Cates, Phys. Rev. Lett. 111, 145702 (2013).

[54] M. E. Cates and J. Tailleur, Europhys. Lett. 101, 20010 (2013).

[55] 1. Buttinoni, J. Bialké, F. Kiimmel, H. Lowen, C. Bechinger, and
T. Speck, Phys. Rev. Lett. 110, 238301 (2013).

[56] C. Liu, X. Fu, L. Liu, X. Ren, C. K. L. Chau, S. Li, L. Xiang,
H. Zeng, G. Chen, L. H. Tang, P. Lenz, X. Cui, W. Huang,
T. Hwa, and J. D. Huang, Science 334, 238 (2011).

[57] N. Blackburn, Science 282, 2254 (1998).

[58] B. Szabo, G. J. Szollosi, B. Gonci, Z. Juranyi, D. Selmeczi, and
T. Vicsek, Phys. Rev. E 74, 061908 (2006).

[59] Q. X. Liu, A. Doelman, V. Rottschafer, M. de Jager, P. M. J.
Herman, M. Rietkerk, and J. van de Koppel, Proc. Natl. Acad.
Sci. U.S.A. 110, 11905 (2013).

[60] F. Schweitzer, L. Schimansky-Geier, W. Ebeling, and
H. Ulbricht, Physica A 150, 261 (1988).

[61] W. Ebeling and R. Feistel, Physics of Self-Organization and
Evolution (Wiley-VCH, Berlin, 2011).

[62] N. Eldredge and S. J. Gould, in Models in Paleobiology
(Freeman Cooper, San Fransisco, 1972), pp. 82-115.

[63] T. Filk and A. Von Miiller, Complexity 13, 43 (2008).

[64] L. Schimansky-Geier and H. Malchow, Noise and Diffusion in
Bistable Nonequilibrium Systems (Teubner-Texte zur Physik,
Leipzig, 1985).

[65] L. Schimansky-Geier, C. Ziilicke, and E. Scholl, Physica A 188,
436 (1992).

022711-15


http://dx.doi.org/10.1016/j.semcancer.2008.03.018
http://dx.doi.org/10.1016/j.semcancer.2008.03.018
http://dx.doi.org/10.1016/j.semcancer.2008.03.018
http://dx.doi.org/10.1016/j.semcancer.2008.03.018
http://dx.doi.org/10.1016/S0893-6080(99)00084-2
http://dx.doi.org/10.1016/S0893-6080(99)00084-2
http://dx.doi.org/10.1016/S0893-6080(99)00084-2
http://dx.doi.org/10.1016/S0893-6080(99)00084-2
http://dx.doi.org/10.1098/rspb.1999.0913
http://dx.doi.org/10.1098/rspb.1999.0913
http://dx.doi.org/10.1098/rspb.1999.0913
http://dx.doi.org/10.1098/rspb.1999.0913
http://dx.doi.org/10.1080/001075197182405
http://dx.doi.org/10.1080/001075197182405
http://dx.doi.org/10.1080/001075197182405
http://dx.doi.org/10.1080/001075197182405
http://dx.doi.org/10.1038/376049a0
http://dx.doi.org/10.1038/376049a0
http://dx.doi.org/10.1038/376049a0
http://dx.doi.org/10.1038/376049a0
http://dx.doi.org/10.1038/349630a0
http://dx.doi.org/10.1038/349630a0
http://dx.doi.org/10.1038/349630a0
http://dx.doi.org/10.1038/349630a0
http://dx.doi.org/10.1080/000187300405228
http://dx.doi.org/10.1080/000187300405228
http://dx.doi.org/10.1080/000187300405228
http://dx.doi.org/10.1080/000187300405228
http://dx.doi.org/10.1038/368046a0
http://dx.doi.org/10.1038/368046a0
http://dx.doi.org/10.1038/368046a0
http://dx.doi.org/10.1038/368046a0
http://dx.doi.org/10.1099/00221287-136-5-847
http://dx.doi.org/10.1099/00221287-136-5-847
http://dx.doi.org/10.1099/00221287-136-5-847
http://dx.doi.org/10.1099/00221287-136-5-847
http://dx.doi.org/10.1146/annurev.ph.44.030182.002535
http://dx.doi.org/10.1146/annurev.ph.44.030182.002535
http://dx.doi.org/10.1146/annurev.ph.44.030182.002535
http://dx.doi.org/10.1146/annurev.ph.44.030182.002535
http://dx.doi.org/10.1016/j.crvi.2013.10.008
http://dx.doi.org/10.1016/j.crvi.2013.10.008
http://dx.doi.org/10.1016/j.crvi.2013.10.008
http://dx.doi.org/10.1016/j.crvi.2013.10.008
http://dx.doi.org/10.1103/PhysRevLett.99.178103
http://dx.doi.org/10.1103/PhysRevLett.99.178103
http://dx.doi.org/10.1103/PhysRevLett.99.178103
http://dx.doi.org/10.1103/PhysRevLett.99.178103
http://dx.doi.org/10.1103/PhysRevLett.108.268303
http://dx.doi.org/10.1103/PhysRevLett.108.268303
http://dx.doi.org/10.1103/PhysRevLett.108.268303
http://dx.doi.org/10.1103/PhysRevLett.108.268303
http://dx.doi.org/10.1007/BF02476407
http://dx.doi.org/10.1007/BF02476407
http://dx.doi.org/10.1007/BF02476407
http://dx.doi.org/10.1007/BF02476407
http://dx.doi.org/10.1016/0022-5193(70)90092-5
http://dx.doi.org/10.1016/0022-5193(70)90092-5
http://dx.doi.org/10.1016/0022-5193(70)90092-5
http://dx.doi.org/10.1016/0022-5193(70)90092-5
http://dx.doi.org/10.1007/s002850050153
http://dx.doi.org/10.1007/s002850050153
http://dx.doi.org/10.1007/s002850050153
http://dx.doi.org/10.1007/s002850050153
http://dx.doi.org/10.1007/s11538-008-9322-5
http://dx.doi.org/10.1007/s11538-008-9322-5
http://dx.doi.org/10.1007/s11538-008-9322-5
http://dx.doi.org/10.1007/s11538-008-9322-5
http://dx.doi.org/10.1016/j.cpc.2009.09.009
http://dx.doi.org/10.1016/j.cpc.2009.09.009
http://dx.doi.org/10.1016/j.cpc.2009.09.009
http://dx.doi.org/10.1016/j.cpc.2009.09.009
http://dx.doi.org/10.1140/epjst/e2011-01398-x
http://dx.doi.org/10.1140/epjst/e2011-01398-x
http://dx.doi.org/10.1140/epjst/e2011-01398-x
http://dx.doi.org/10.1140/epjst/e2011-01398-x
http://dx.doi.org/10.1140/epjst/e2012-01529-y
http://dx.doi.org/10.1140/epjst/e2012-01529-y
http://dx.doi.org/10.1140/epjst/e2012-01529-y
http://dx.doi.org/10.1140/epjst/e2012-01529-y
http://dx.doi.org/10.1016/S0006-3495(76)85728-1
http://dx.doi.org/10.1016/S0006-3495(76)85728-1
http://dx.doi.org/10.1016/S0006-3495(76)85728-1
http://dx.doi.org/10.1016/S0006-3495(76)85728-1
http://dx.doi.org/10.1007/BF02463721
http://dx.doi.org/10.1007/BF02463721
http://dx.doi.org/10.1007/BF02463721
http://dx.doi.org/10.1007/BF02463721
http://dx.doi.org/10.1002/(SICI)1097-0290(19970705)55:1<191::AID-BIT20>3.0.CO;2-O
http://dx.doi.org/10.1002/(SICI)1097-0290(19970705)55:1<191::AID-BIT20>3.0.CO;2-O
http://dx.doi.org/10.1002/(SICI)1097-0290(19970705)55:1<191::AID-BIT20>3.0.CO;2-O
http://dx.doi.org/10.1002/(SICI)1097-0290(19970705)55:1<191::AID-BIT20>3.0.CO;2-O
http://dx.doi.org/10.1007/s002850000069
http://dx.doi.org/10.1007/s002850000069
http://dx.doi.org/10.1007/s002850000069
http://dx.doi.org/10.1007/s002850000069
http://dx.doi.org/10.1016/0378-4371(94)90312-3
http://dx.doi.org/10.1016/0378-4371(94)90312-3
http://dx.doi.org/10.1016/0378-4371(94)90312-3
http://dx.doi.org/10.1016/0378-4371(94)90312-3
http://dx.doi.org/10.1140/epjst/e2008-00631-1
http://dx.doi.org/10.1140/epjst/e2008-00631-1
http://dx.doi.org/10.1140/epjst/e2008-00631-1
http://dx.doi.org/10.1140/epjst/e2008-00631-1
http://dx.doi.org/10.1103/PhysRevE.70.051916
http://dx.doi.org/10.1103/PhysRevE.70.051916
http://dx.doi.org/10.1103/PhysRevE.70.051916
http://dx.doi.org/10.1103/PhysRevE.70.051916
http://dx.doi.org/10.1103/PhysRevLett.95.128103
http://dx.doi.org/10.1103/PhysRevLett.95.128103
http://dx.doi.org/10.1103/PhysRevLett.95.128103
http://dx.doi.org/10.1103/PhysRevLett.95.128103
http://dx.doi.org/10.1103/PhysRevE.80.031122
http://dx.doi.org/10.1103/PhysRevE.80.031122
http://dx.doi.org/10.1103/PhysRevE.80.031122
http://dx.doi.org/10.1103/PhysRevE.80.031122
http://dx.doi.org/10.1103/PhysRevE.85.051901
http://dx.doi.org/10.1103/PhysRevE.85.051901
http://dx.doi.org/10.1103/PhysRevE.85.051901
http://dx.doi.org/10.1103/PhysRevE.85.051901
http://dx.doi.org/10.1016/j.cnsns.2008.09.002
http://dx.doi.org/10.1016/j.cnsns.2008.09.002
http://dx.doi.org/10.1016/j.cnsns.2008.09.002
http://dx.doi.org/10.1016/j.cnsns.2008.09.002
http://dx.doi.org/10.1529/biophysj.106.100263
http://dx.doi.org/10.1529/biophysj.106.100263
http://dx.doi.org/10.1529/biophysj.106.100263
http://dx.doi.org/10.1529/biophysj.106.100263
http://dx.doi.org/10.1371/journal.pone.0037213
http://dx.doi.org/10.1371/journal.pone.0037213
http://dx.doi.org/10.1371/journal.pone.0037213
http://dx.doi.org/10.1371/journal.pone.0037213
http://dx.doi.org/10.1103/PhysRevLett.109.108103
http://dx.doi.org/10.1103/PhysRevLett.109.108103
http://dx.doi.org/10.1103/PhysRevLett.109.108103
http://dx.doi.org/10.1103/PhysRevLett.109.108103
http://dx.doi.org/10.1137/S0036139903433232
http://dx.doi.org/10.1137/S0036139903433232
http://dx.doi.org/10.1137/S0036139903433232
http://dx.doi.org/10.1137/S0036139903433232
http://dx.doi.org/10.1103/PhysRevE.86.060901
http://dx.doi.org/10.1103/PhysRevE.86.060901
http://dx.doi.org/10.1103/PhysRevE.86.060901
http://dx.doi.org/10.1103/PhysRevE.86.060901
http://dx.doi.org/10.1073/pnas.0807569105
http://dx.doi.org/10.1073/pnas.0807569105
http://dx.doi.org/10.1073/pnas.0807569105
http://dx.doi.org/10.1073/pnas.0807569105
http://dx.doi.org/10.1103/PhysRevE.74.011125
http://dx.doi.org/10.1103/PhysRevE.74.011125
http://dx.doi.org/10.1103/PhysRevE.74.011125
http://dx.doi.org/10.1103/PhysRevE.74.011125
http://dx.doi.org/10.1016/j.bpj.2008.10.027
http://dx.doi.org/10.1016/j.bpj.2008.10.027
http://dx.doi.org/10.1016/j.bpj.2008.10.027
http://dx.doi.org/10.1016/j.bpj.2008.10.027
http://dx.doi.org/10.1016/S0070-2153(07)81015-5
http://dx.doi.org/10.1016/S0070-2153(07)81015-5
http://dx.doi.org/10.1016/S0070-2153(07)81015-5
http://dx.doi.org/10.1016/S0070-2153(07)81015-5
http://dx.doi.org/10.1073/pnas.2233626100
http://dx.doi.org/10.1073/pnas.2233626100
http://dx.doi.org/10.1073/pnas.2233626100
http://dx.doi.org/10.1073/pnas.2233626100
http://dx.doi.org/10.1371/journal.pcbi.1002332
http://dx.doi.org/10.1371/journal.pcbi.1002332
http://dx.doi.org/10.1371/journal.pcbi.1002332
http://dx.doi.org/10.1371/journal.pcbi.1002332
http://dx.doi.org/10.1073/pnas.1001994107
http://dx.doi.org/10.1073/pnas.1001994107
http://dx.doi.org/10.1073/pnas.1001994107
http://dx.doi.org/10.1073/pnas.1001994107
http://dx.doi.org/10.1007/s10884-005-2938-3
http://dx.doi.org/10.1007/s10884-005-2938-3
http://dx.doi.org/10.1007/s10884-005-2938-3
http://dx.doi.org/10.1007/s10884-005-2938-3
http://dx.doi.org/10.1103/PhysRevLett.108.235702
http://dx.doi.org/10.1103/PhysRevLett.108.235702
http://dx.doi.org/10.1103/PhysRevLett.108.235702
http://dx.doi.org/10.1103/PhysRevLett.108.235702
http://dx.doi.org/10.1103/PhysRevLett.111.145702
http://dx.doi.org/10.1103/PhysRevLett.111.145702
http://dx.doi.org/10.1103/PhysRevLett.111.145702
http://dx.doi.org/10.1103/PhysRevLett.111.145702
http://dx.doi.org/10.1209/0295-5075/101/20010
http://dx.doi.org/10.1209/0295-5075/101/20010
http://dx.doi.org/10.1209/0295-5075/101/20010
http://dx.doi.org/10.1209/0295-5075/101/20010
http://dx.doi.org/10.1103/PhysRevLett.110.238301
http://dx.doi.org/10.1103/PhysRevLett.110.238301
http://dx.doi.org/10.1103/PhysRevLett.110.238301
http://dx.doi.org/10.1103/PhysRevLett.110.238301
http://dx.doi.org/10.1126/science.1209042
http://dx.doi.org/10.1126/science.1209042
http://dx.doi.org/10.1126/science.1209042
http://dx.doi.org/10.1126/science.1209042
http://dx.doi.org/10.1126/science.282.5397.2254
http://dx.doi.org/10.1126/science.282.5397.2254
http://dx.doi.org/10.1126/science.282.5397.2254
http://dx.doi.org/10.1126/science.282.5397.2254
http://dx.doi.org/10.1103/PhysRevE.74.061908
http://dx.doi.org/10.1103/PhysRevE.74.061908
http://dx.doi.org/10.1103/PhysRevE.74.061908
http://dx.doi.org/10.1103/PhysRevE.74.061908
http://dx.doi.org/10.1073/pnas.1222339110
http://dx.doi.org/10.1073/pnas.1222339110
http://dx.doi.org/10.1073/pnas.1222339110
http://dx.doi.org/10.1073/pnas.1222339110
http://dx.doi.org/10.1016/0378-4371(88)90059-3
http://dx.doi.org/10.1016/0378-4371(88)90059-3
http://dx.doi.org/10.1016/0378-4371(88)90059-3
http://dx.doi.org/10.1016/0378-4371(88)90059-3
http://dx.doi.org/10.1002/cplx.20211
http://dx.doi.org/10.1002/cplx.20211
http://dx.doi.org/10.1002/cplx.20211
http://dx.doi.org/10.1002/cplx.20211
http://dx.doi.org/10.1016/0378-4371(92)90285-X
http://dx.doi.org/10.1016/0378-4371(92)90285-X
http://dx.doi.org/10.1016/0378-4371(92)90285-X
http://dx.doi.org/10.1016/0378-4371(92)90285-X



