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Stationary solutions for the 1+ 1 cubic nonlinear Schrodinger equation (NLS) modeling attractive Bose-
Einstein condensates (BECs) in a small potential are obtained via a form of nonlinear perturbation. The focus
here is on perturbations to the bright soliton solutions due to small potentials which either confine or repel the
BECs: under arbitrary piecewise continuous potentials, we obtain the general representation for the perturbation
theory of the bright solitons. Importantly, we do not need to assume that the nonlinearity is small, as we perform
a sort of nonlinear perturbation by allowing the zeroth-order perturbation term to be governed by a nonlinear
equation. This is useful, in that it allows us to consider perturbations of bright solitons of arbitrary size. In
some cases, exact solutions can be recovered, and these agree with known results from the literature. Several
special cases are considered which involve confining potentials of specific relevance to BECs. We make several
observations on the influence of the small potentials on the behavior of the perturbed bright solitons. The results
demonstrate the difference between perturbed bright solitons in the attractive NLS and those results found in the
repulsive NLS for dark solitons, as discussed by Mallory and Van Gorder, [Phys. Rev. E 88, 013205 (2013)].
Extension of these results to more spatial dimensions is mentioned.
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I. INTRODUCTION

The cubic form of the nonlinear Schrodinger equation
(NLS) has been used to model the dilute-gas Bose-Einstein
condensate (BEC) in the quasi-one-dimensional regime [1].
The scalar potential in the NLS can be used to model a
trap when dealing with applications to BECs. The actual
application will dictate the class of confining potentials
employed [2], and indeed a wide variety of scalar potentials
have appeared in the literature. Exact NLS solutions have
been reported for specific potentials, and these include the
Kronig-Penney potential [3] and the Jacobi sn potential [4].
Exact solutions for the latter case took the form of Jacobi
elliptic functions of type sn, cn, or dn, depending on the
values of the model parameter. The Jacobi elliptic functions
have trigonometric functions as degenerate limits, and in the
limit of a space-periodic potential, those solutions are one
possible description of a dilute-gas Bose-Einstein condensate
trapped in a standing light wave. Note that BECs trapped
in a standing light wave have been used to study or have
been proposed to study multiple phenomena such as phase
coherence [5], matter-wave diffraction [6], quantum logic [7],
and matter-wave transport [8].

Stationary solutions, or ground state solutions, for the NLS
with various potentials are frequently considered. Concerning
potentials relevant to BECs, stationary solutions to the one-
dimensional NLS under box and periodic boundary conditions
were considered analytically for the repulsive [9] and attractive
[10] cases, while BECs in a ring-shaped trap with a nonlinear
double-well potential have also been considered [11]. PT-
symmetric BEC solutions in a §-function double-well potential
have been studied [12]. Multiwell potentials make useful BEC
traps in a variety of physical scenarios [13].
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Let V(x) be a potential function which has been normalized
so that max V(x) = 1. Then, the n+ 1 cubic nonlinear
Schrodinger equation (NLS) (also referred to as the Gross-
Pitaevskii model in some literature [14]) with small potential
reads as

hZ
ih, = (—2—V2+6V(r)+g|\11|2)\11. (1)
m

For our interests, we shall be concerned with the 1 + 1 model

hz
ihW, = — 5 W + V()W + gV, )
m

When g > 0, we have the repulsive case. General perturbation
results (of the type we seek here) were recently given in
Ref. [15] for the repulsive case. The repulsive case holds dark
solitons as one special solution. In this paper, we shall be
interested in perturbation results for the attractive case (g < 0).
This latter case will hold bright solitons as a special class of
solutions.

If e =0 and g > 0, we have the free particle potential and
we recover an exact solution. Under further assumptions, this
exact solution reduces to the standard dark soliton solution. For
a constant potential V(x) = A, we have a mass-shifted variant
of the zero-potential case. Since the ¢ = 0 case results in Jacobi
elliptic function solutions, Ref. [4] considered Jacobi elliptic
functions as possible trapping potentials. Exact solutions
involving Jacobi elliptic functions [16] were then obtained.
Other potentials were considered in Ref. [4], where a mix of
analytical and numerical results were given. The above special
solutions can be seen in a broader context, if one considers
general potential functions V(x). A perturbation method for
arbitrary potentials has been proposed [15] for repulsive BECs.
A number of known exact or numerical solutions which were
obtained as special cases in Ref. [4] were then recovered easily
in Ref. [15].

In this paper, the general perturbation analysis of [15]
will be considered in the context of attractive BECs. The

©2014 American Physical Society


http://dx.doi.org/10.1103/PhysRevE.88.013205
http://dx.doi.org/10.1103/PhysRevE.88.013205
http://dx.doi.org/10.1103/PhysRevE.88.013205
http://dx.doi.org/10.1103/PhysRevE.88.013205
http://dx.doi.org/10.1103/PhysRevE.89.013204

KRISTINA MALLORY AND ROBERT A. VAN GORDER

analysis is similar, yet the results will be distinct, owing to
the qualitative differences between attractive and repulsive
BECs. We shall develop a general perturbation theory of
stationary solutions to the 1 4 1 model (2) under g < O for
small yet arbitrary potential functions. The lowest order term
will be governed by a nonlinear ordinary differential equation
(ODE), as opposed to a linear ODE, permitting us to consider
perturbations about bright solitons and other nonlinear waves.
In order to demonstrate the results concretely, we consider a
diverse section of small potentials. Exact solutions present in
the literature can easily be found in this framework. For other
situations, where solutions can not be found in exact closed
form, the first-order perturbation terms are obtained. Examples
of cases we consider include the § function potential, the linear
potential, the harmonic potential, the Coulomb potential, the
Morse potential, and the quantum pendulum potential since
these have been shown to be of physical relevance. Unlike in
Ref. [15], we were able to ascertain the qualitative influence
of such potentials on perturbations to the bright soliton BECs.

The approach taken here permits very general forms of the
potential function, so for sufficiently well-behaved functions
V(x), we are able to calculate the first-order perturbation
theory for the stationary solutions to the model (2) given
potentials of the form €V (x). As we consider a type of
nonlinear perturbation (the zeroth-order term is governed
by a nonlinear differential equation), we need not assume
a small amplitude solution, requiring only that the higher-
order corrections are small. As such, there are no unnatural
size restrictions on the bright solitons. Therefore, the results
maintain physical relevance under a very wide variety of small
potentials.

II. STATIONARY SOLUTION AND ORDER-ZERO
PERTURBATION THEORY

We begin by introducing the stationary solution

V2h h
Y(x,1) = exp (i—t>1ﬂ(X), 3)
Viglm m
which utilizes an exponential of the form exp(+it), as opposed
to the exponential exp(—it), which was taken in Ref. [15] for
the case of repulsive BECs. This assumption reduces (2) to the

eigenvalue problem
V' =y =297 + U, “)
where we define the nondimensional potential U by
Ux) = %V(x). (5)
Note that we may obtain (4) from a number of different

transformations. Assuming a general stationary solution of
the form

W(x,0) = V2P Yy (X), X =yx (6)
we reduce (2) to
2y \
m—lﬂ—zw +eU(X)y, @)
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provided that
v 2m
B=a’lgl’, y= : (8)
|| g P2
where
1 X

This gives us a family of stationary solutions, parametrized by
the scaling factor o, which read as

Y(x,t) = V2a exp(ia2|g|2)1//<|;/|i:nl1hx>. (10)

Therefore, to study any of these types of stationary solutions, it
is sufficiently general to study the behavior of solutions to (4).

Of course, since (4) is nonlinear and has an arbitrary
potential function, exact solutions are not possible. Still,
analytical results will be desirable, so it is natural to study
analytical properties of the stationary solutions in the presence
of small potentials, thatis, € < 1. If we consider a perturbation
solution of the form

Y(x) = Yo(x) + Y1) + Ya(x) +--+, (1)

then we may obtain the perturbative stationary solution to the
1 4+ 1 GP equation

W(x,t) = Wo(x,t) + eV (x,1) + €W (x,t) + - - -

ﬁh ex < f t)
= I —
Jglm P 2m
x[Yo(x) + €y (x) + €XYa(x) +--- 1. (12)

Now, utilizing the perturbation solution (11), we see that v/y(x)
satisfies

W = Yo — 295 (13)

Thus, our solution to (13), with the assumed initial conditions
¥0(0) = 1 and v(0) = 0, reads as

Yo(x) = sech(x). (14)

This represents the bright soliton solution. Our solutions,
therefore, will become perturbations around this bright soliton
solution. The comparable dark soliton solution, and the general
perturbation theory thereof, was obtained in the case of
repulsive BECs [15].

III. PERTURBATION SOLUTIONS FOR GENERAL
POTENTIALS

Let us now compute the higher-order terms in the perturba-
tion expansion (11) for the general potential U (x). Notice we
will utilize v;(x) as the function given by

¥ (x) = —sech(x) tanh(x), (15)

where (x) is our previously determined function (14).
Placing (11) into our Eq. (4), we obtain ¥;(x) via the linear
differential equation represented in the first-order term in e,
namely,

¥l'(x) 4 [6sech?(x) — 1 (x) = U(x)sech(x).  (16)

013204-2



STATIONARY SOLUTIONS FOR THE 1 4+ 1 NONLINEAR ...

Satisfying ¥;(0) =0 and (0) =0, our first-order term
becomes

l X
Yix) = 5/ U o(y)
0

x{Wo(x)[cosh(y) — 3yv(y) — 3vo(y)]
— Yo(Wlecosh(x) — 3xyi(x) — 3vo(x)}dy. (17)

Now, in a similar manner, we may obtain our second-order
solution ¥r,(x) by solving the relevant ODE subject to 1, (0) =
0 and v(0) = 0, which gives

1 X
Yo(x) = > fo [U)¥() — 697 (0)¥0(»)]

x{¥o(x)[cosh(y) — 3y¥o(y) — 3vo(»)]
— Yo(Mlcosh(x) — 3xyi(x) — 3yo(x)}dy . (18)

With this, we have determined the second-order perturbation
theory for the stationary solution under a general potential
U (x). In the next section, we shall utilize our general solution
to consider stationary solutions under specific forms of U (x)
and to explore the resulting solutions.

It should be mentioned that the perturbation results here
involve perturbation about sech-type bright solitons. However,
itis possible to conduct such a general analysis using Jacobi cn-
type solutions. This was done using Jacobi sn-type solutions
in Ref. [15]. The cn solutions are a natural generalization of
the sech solitons. As we shall see later, in some situations the
perturbation of sech solitons results in space-periodic solutions
over part of the domain. Such space-periodic solutions can be
described in terms of Jacobi cn functions.

The perturbation results here are useful for two main
reasons. First of all, note that there is no amplitude restriction
on the amplitude of the order-zero perturbation term (the pure
bright soliton). So, the results present here are not limited
by the amplitude of the original (unperturbed) solutions, but
rather by the size of the excitations. This is highly relevant
since oftentimes a nonsmall solution will experience small
perturbation (in our model, the perturbation is due to a small
potential). The reason this is possible lies in the form of the
order-zero equation. Indeed, the order-zero equation is actually
the NLS without a potential. Since this model is exactly
solvable, one obtains an exact nonlinear wave solution. As
the potential is a perturbation of this exactly solvable model,
we are able to preserve properties of the original nonlinear
wave solution.

Second, the method here is robust for rather arbitrary forms
of the potential function U(x). The restriction is that the
total potential €U (x) is small, and must be sufficiently well
behaved. In particular, the integrals discussed in this section
must exist for our choice of U(x). However, this is not a
particularly strong condition. Indeed, piecewise continuous
U (x) will satisfy this requirement, and such U (x) essentially
contain most potentials of physical relevance. However, more
poorly behaved potentials can also be included. One such
potential would be the delta potential, which we shall study
later. Hence, the results obtained here are very general with
respect to the types of potential allowed.
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IV. SOLUTIONS FOR SPECIFIC POTENTIALS

We now turn our attention toward a number of examples
of specific potentials in order to illustrate the method. For
such potentials, we demonstrate the analytical construction
of the perturbation solutions for the bright soliton case. For
all perturbation solutions considered, we provide plots of
the density |W(x,t)|?> = |[¥(x)|?> in order to demonstrate the
influence of each potential on the obtained solutions. As will
be remarked later, the perturbation results are in agreement
with numerical simulations, for sufficiently small €. We begin
with several exact solutions, in order to give a complete
classification of perturbations of bright solitons due to small
potentials.

A. Free particle

Note that the free particle solution, corresponding to
U(x) = 0, is exactly determined by ¥y(x). As such,

W(x,t) = ﬂe

T Xp <i%t>sech(x) (19)

is an exact bright soliton solution for the free particle.

B. Constant potential

Let us consider the constant potential U (x) = A. With this
potential, (1) models a vortex filament in an almost ideal
Bose gas [14]. Now, notice that when we employ the potential
U(x) = A, our Eq. (4) may be rewritten as

U=+ eNy — 273, (20)

which is merely a rescaling of the equation solved in the
previous section for the free particle. This leads us to then
consider a rescaling of the corresponding solution of the form
¥ (x) = a sech(bx). Plugging this into (20) gives the equation

by = (1 + ey —2a°y°, 1)
so that a = b = 4/1 + €A lets us utilize the solution
Y(x) =+1+ €k sech(v/1 4+ €A x) 22)

as an exact solution for the case of a constant potential. We
then have the exact solution for the wave function given by

Wx,t) = h—vf/(llg%;” exp (i%t)sech(«/l Feax). (23)

C. Delta potential

The & potential is given by U(x) = A§(x — x¢), where
8 denotes the Dirac delta function, A € R, and xy € R is
a constant. This potential arises in some applications [17].
Note also that the results we obtain here are similar for
the double delta potential [18]. Note that the quantum Hall
effect of bosons interacting through a delta potential has been
considered previously [19].

Notice that for the delta potential, we may construct an
exact solution which is continuous. However, the derivative of
such a solution will necessarily have a jump discontinuity, so
such a solution is a weak solution: it satisfies the differential
equation, but there is a loss of regularity of the derivatives.
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This makes complete sense when one considers the fact that
the delta potential causes an impulse in the second derivative,
and hence a jump in the first derivative.

Take U(x) = Ad(x — xo) and integrate over (4). Assume a
solution with a branch x < x( and a branch for x > x, say

Y_(x), x<xo
yx) = Yi(x), x> Xxp. @4
Then, we have
Y=y -y, (25)

when x < xg, and

T =Yt — Yl + 2eAy ()W (xo), (26)

when x > xg. Clearly, ¥_(x) = sech(x) on —00 < x < xp.
For a continuous solution, we require i (xp) =
¥_(x0) = sech(xg). The second initial condition satisfies
Y2(x0) = Y3 (x0) — ¥ (xo) + 2€ A4 (x0) ¥ (x0) = ¥/ (x0)+
2eAy_(x0)¥', (xo). Solving for ¥, (xo),

¥’ (xo) = sech(xp){e % y/tanh?(xg) + €222}, (27)

In the limit xo — 0, we want 1//jr(x0) — 0, so we take the —
sign, obtaining

¥ (x0) = o = sech(xo){eA — y/tanh*(xo) + €242} < 0,

(28)

where we define the constant u = w(xg) for convenience. If
we assume a solution ¥, (x) = ajsn(axx,az), where sn denotes
the Jacobi elliptic function, we obtain the system of algebraic
equations al2 + a%a% =0,1+ a%(l + a32) =0,u— a%a% =0.
We then obtain

V2
1 =1 —=4{ul

1—v1—4|u|x —2|p
2 11— JT=4u]

Interestingly, these solutions oscillate in space. So, the solution
has a standard sech-type bright soliton profile up until it hits
X = xo, past which the sech-wave fractures into a space-
periodic structure governed by a Jacobi sn function. Note
that in the limit xo — 0,  — 0 and ln_/?—lleml — —1, which
causes the sn function to reduce to a sech function. So, we
recover the solution ¥ (x) = sech(x) in the xo — O limit.

For the present example, we were lucky to be able to obtain
an exact piecewise solution. For general potential functions
U (x), exact solutions are not possible. However, the analytical
techniques derived in Sec. III can be applied to such situations.
As we shall see in later examples, the sech-type bright soliton
solutions are frequently found to decay into Jacobi sn-type
waves, which exhibit a type of damped oscillation as they
decay to zero as x — =£o0. In the present example, however,
the solution on x < xg is of sech type, while the solution on
X > xo is always a Jacobi sn wave with no damping. So, the
sn waveform is maintained asymptotically as x — oo.

This is interesting in the context of the results of [9,10,15].
While we have considered the perturbation of a sech-type

Yi(x) =

xsn | i . (29)
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bright soliton due to a small potential, the perturbation resulted
in a space-periodic solution to the right of x = xy. Such
space-periodic solutions have been discussed before [9,10,15].
Indeed, in the repulsive BEC, it was shown that the dark soliton
solutions can be perturbed in such a way that space-periodic
solutions result. It was also shown that Jacobi sn and cn waves
were more general than the tanh-type soliton.

In the attractive case, this form of degeneracy due to small
perturbations appears to hold true as well. As one perturbs
an attractive BEC, with mass centered near the origin, the
BEC reconfigures itself so that mass density peaks appear
periodically to the right of x = x( as well as near the origin. For
the exact piecewise solution obtained here, these density peaks
are equal in amplitude and appear completely periodically
(where the period is given by the period of the relevant sn
function). However, in later examples (where the potential
function takes a different form), the additional mass density
peaks decay in size as one moves away from the origin. These
solutions therefore preserve an envelope much like the pure
bright solitons, with the difference being that mass is not purely
monotone decreasing as one moves away from the origin.

D. sech? potential

It is often possible to obtain soliton solutions in the case
where the potential itself takes the form of the soliton wave
envelope. This was studied previously in the case of elliptic
potentials for BECs. It was found that when the potential was
the square of a Jacobi elliptic function, exact solutions can
be constructed in terms of such a Jacobi elliptic function (not
necessarily of the same type). For the dark soliton case, this
would be equivalent to studying the tanh potential.

For our purposes, let us assume that U (x) takes the form
U(x) = f(¥(x)). We should remark that the elliptic potential
cases previously studied used the functional form f(v/) = 2.
We find that (4) yields

Y =y = 2y° +ef (Y)Y (30)

A first integral for this equation reads as

¥
Y=y — gt 426 o fEEde+C, (31

where C is a constant of motion. If we denote F(y) =
2 fl;/f(o) f(&)EdE, then v is determined from the implicit

relation
Y(x) dk
+x = / . (32)
¥(0) \/k2—k4+6F(k)+C

Under our definition of F, we must have F(y(0)) =0,
and hence C = ¥*(0) — ¥2(0). The study of such solutions
defined implicitly by (32) is equivalent to the study of NLS
equations with higher-order nonlinearity. For instance, one
would want to study NLS equations of the form

iV, =Wy + WU+ ef (V)W (33)

in order to deduce the behavior of these solutions. Such
an equation accounts for any situation where the potential
function U depends strictly on the solution W. In such a case,
there are two options: perturbation solutions (truncated after
terms of order €) or exact solutions.
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In the case where f(¥) = Ay2, let us consider the effect
on the bright soliton ¥r(x) = sech(x). With this, the explicit
form of the potential is U (x) = A sech?(x), so

V" = — 297 + e sech?(x)y. (34)

The solution can not exactly be r(x) = sech(x), as a simple
calculation will show. However, let us introduce a scaling
¥ (x) = asech(x). Then, we have a solution corresponding
to o = 4/1 + €A/2. Hence, when the potential takes the form
U(x) = X sech?(x), we have an exact solution

Yx)=,/1+ %sech(x). (35)

So, a scaling of the bright soliton is sufficient to pick up the
effect of a perturbation due to the small potential of the form
e sech?(x). Importantly, this means we can obtain an exact
solution for such a potential. Unlike in the case of the delta
potential considered above, we keep a sech-type bright soliton
solution despite the perturbation. Hence, the stationary states
appear stable under perturbations with a potential of the form
€ sech?(x).

When exact solutions are not possible, we can still consider
perturbation solutions. Let us assume € is sufficiently small.
From (32), we can write

¥(x) dk
b= / Ak
w0y Vk:P—k¥+C
€ f‘“” F(k)dk
2 Jyo [k2 — k* + C)3/2

If we consider the initial condition ¥ (0) = 1, then C = 0 and
(32) reduces to

+ 0(e?). (36)

F(k)dk

! 1

. / = +3 / + 0(€?)

X = — - = _rKar N
vy VK2 =k 2 Sy [K2 — k4132

(37

The first integral is simply equal to sech™![v(x)] —
sech™!(1) = sech™![¥(x)], hence

1
tx=sech ool + & [ LR Lo @)
2 w() [kz _ k4]3/2

Clearly, when € = 0, we recover the {(x) = sech(x) solution.
This gives further indication that the perturbation solutions
for potentials which depend on sech [i.e., U(x) = f(sech(x))]
should result in perturbation which retains the general form of
the unperturbed bright soliton.

E. Exact solutions for sn?-, cn?-, and dn>-type potentials

In the case of sn-, cn-, or dn-type waves, similar results
can be obtained. Such results were outlined in the repulsive
BEC case [15] for g > 0. Some specific applications were
given in Refs. [9,10]. In particular, the attractive BECs in a
box or periodic potential were described in terms of Jacobi
elliptic functions. These results can be obtained through the
formulation (30) [or, equivalently, (32)].

In the case where U(x) = A sn%(x,k), let us consider a
solution which attains a maximal value at x = 0. Such a
solution can be represented by ¥ (x) = A cn(x,k). We find that
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this solution exists provided A = 1 and 2k> = 2 + €. So, for
the potential

Ux) = Asn2<x, +./1+ %) (39)

we have the exact solution

1//(x)=cn<x, :I:,/l+%>. (40)

In the limit € — 0, this reduces to ¥ (x) = sech(x).

In the case where U(x) = A cn?(x,k), we again assume a
solution ¥(x) = A cn(x,k). Such a solution exists provided
2A? —2k* —er =0and €A 4+ 2 =2A% Then, A = V1 +
and hence k = £1. Yet, cn(x,£1) = sech(x). So, the potential
reduces to that of the type U(x) = Asech’(x) considered
before. We therefore have the solution (35).

In the case where U(x) = A dn?(x,k), we again find that
k = %1, hence the dn case also degenerates into the case of a
sech? potential. As such, we again have the solution (35).

Interestingly, we only obtained a new solution in the case
where the potential takes the form U(x) = A sn?(x,k). In the
other two cases, the solutions degenerate to that previously
given for the sech? potential.

F. Harmonic potential

Next, we may examine the harmonic oscillator potential
U(x) = Ax? with A € R. Harmonic potentials have been used
as external potentials for BECs in a number of studies, as
they serve as a relatively accurate and simple model of a
parabolic trap [20]. It should be noted that such potentials
can be generalized to include time dependence [21], but this
is beyond the scope of this paper as such generalizations can
deny us of a stationary state of the kind we study here.

In this case, ¥p(x) is given in Eq. (14). Let us define the
functions

M;(x) = 36(e* + 1)*[Lir(—e*) + 2x In(e* + 1)]
—(8x + 72x% — 3n2%)e™
+ (128x> — 72x2 + 67%)e* — 8x° + 372 (41)
and
Mr(x) = (e* + 1)*In(e® + 1) — (In2 — 2x)e**
+(2x? —2x —2In2)e”* —In2, (42)

so that the first-order term 1 (x) reads as

Yi(x) = {sech(x) tanh(x)M;(x) — 24[cosh(x)

A
48(1 + e%)?
+ 3x sech(x) tanh(x) — 3 sech(x)]M;(x)}. 43)
Note that the polylogarithm Li(z) is a special function defined
by the infinite sum

Xk

L@ =)

k=1

also known as the Bose-Einstein integral in quantum statistics
for its representation as the closed form of integrals of the
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FIG. 1. (Color online) Perturbations of the bright soliton solution
under the harmonic oscillator potential, which takes the quadratic
form U(x) = Ax%, on —20 < x < 20. Solutions corresponding to
A < 0 exhibit oscillations that gradually decay in the density |v/|* as
|x| becomes large. As € is increased, the rate of decay of the average
density is increased. In the case where A > 0, the solutions exhibit
oscillations which gradually increase in intensity. The width of each
density peak appears to decrease to counter these spikes. If the domain
was unbounded, these excitations would likely lead to instability. All
solutions corresponding to € < 0.1 are perturbation solutions, while
for e = 1 we use numerical solutions.

Bose-Einstein distribution, namely,

1 o] t371
Li = dt
W0 = [ g

where I'(u) = [;" " 'e " dr1.

In Fig. 1, we demonstrate some of these solutions for
various € and A. Solutions corresponding to A < 0 exhibit
oscillations that gradually decay in the density |/|* as |x|
becomes large. As € is increased, the rate of decay of the
average density is increased. In this case, the increase in €
results in most of the mass clustered near the origin, so the
solution profiles actually are rather close to the bright soliton
in the large epsilon limit, which might be counterintuitive. In
the large € limit, the greatest agreement with the perturbation
solutions and the bright soliton is in the tails of such solutions,
where the density decays rapidly. On the other hand, for small
€, we note that the solutions are in excellent agreement with the
bright solitons near the origin, while such solutions have larger
density peaks for intermediate values of |x|. We suspect that
this is caused by the fact that general solutions can be given
in the form of ¥ (x) = A sn(vx,k). When k — =+1, solutions
of this kind degenerate into the form ¥ (x) = A sech(vx) (a
nonperiodic soliton). However, for k near but not equal to
+1, we have space-periodic solutions. So, the perturbations
here can be viewed as perturbations of the Jacobi elliptic
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index k, and as a result, small ¢ perturbations acting on a
bright soliton ¥(x) = A sech(vx) can result in space-periodic
solutions, no matter how small the perturbations are. In that
sense, it appears as though the bright solitons are unstable
under small € perturbations. It is interesting that, for large €,
we see the solutions return to the form of a bright soliton, with
only minor corrections to the density profiles.

In the case where A > 0, the solutions exhibit oscillations
which gradually increase in intensity. The width of each
density peak appears to decrease to counter these spikes.
It is likely that such solutions are unstable. So, for A <0
the small potential permits oscillations which are damped
and gradually decay to zero (as would be expected if one
were to perturb a pure bright soliton) while perturbations in
the potential corresponding to A > 0 result in oscillations
in the density which grow as one moves away from the
origin. In the case where one is confined to a finite interval,
say —f < x < /£, this means that when A < O the confining
potential forces the greatest density to occur near the origin.
On the other hand, when A > 0, the density is spread out over
the domain in multiple density peaks.

Note that for small € the perturbation solutions can be used,
while for larger € (such as € = 1) numerical simulations were
used.

G. Modified harmonic potential

There have been a number of modifications to the harmonic
trap used in the literature [22]. One such potential is U(x) =
A(x% + B/x%). Another useful potential is U(x) = A[x* +
B exp(—x?)]. This latter potential is useful in that it avoids
a singularity near the origin.

We consider solutions for the potential U(x) = A[x% +
B exp(—x?)], and plot the perturbations of the bright soliton
in Fig. 2. For the case where A < 0, the results are similar to
that of the previous example. Most of the mass is allocated
near the origin (with decay in the density plots as |x| becomes
large), and as € is increased, the rate of decay of the additional
density peaks increases.

In the case where A > 0, there appears to be positive mass
over a large region once one is far enough away from the origin.
The density plot still shows oscillations, but these increase
along what appears to be a linear trend as one moves away from
x = 0. So, when we have a symmetric interval —¢ < x < ¢,
the A > 0 case has much of the density allocated away from
the origin, while in the A < 0 case most of the density is near
the origin.

What we see again is that when the potential is positive,
much of the mass is allocated throughout the problem domain
(including away from the origin), while when the potential is
negative, the mass is trapped near the origin. The strength of
the trap corresponds to the size of €, so for small € these effects
are minor, while for large € the trap is much stronger.

H. An asymmetric trap

Single-well traps that are asymmetric are sometimes con-
sidered, and can take a variety of forms. The Morse potential
is one example of an asymmetric trap [23,24]. The Morse
potential is given by U(x) = A(e 24* — 2¢~4%) where A > 0
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FIG. 2. (Color online) Perturbations of the bright soliton solution
under the modified harmonic oscillator potential U(x) = A[x? +
B exp(—x?)], on —20 < x < 20. Solutions corresponding to A < 0
exhibit oscillations that gradually decay in the density |v|* as |x|
becomes large. For larger €, the trap potential is stringer, and hence
more of the mass is allocated near the origin. In the case where
A > 0, the solutions exhibit oscillations which gradually increase in
intensity. Such excitations also increase in an average sense, with
the oscillations themselves increasing along a linear trend. The width
of each density peak appears to be smaller in the A > 0 case than
in the A < O case, likely due to the fact that mass is allocated
over a larger region. All solutions corresponding to € < 0.05 are
perturbation solutions, while for € = 0.5 we use numerical solutions.

and A > 0. In contrast to the harmonic trap, the Morse
potential increases more slowly along the positive x axis. In
relation to BECs, the Morse potential has previously been
considered for models of trapped atoms [25].

We consider the Morse potential and plot perturbations of
the bright soliton solution in Fig. 3. In the case where A > 0,
the density plots oscillate on one half of the interval considered.
The side on which they oscillate depends on the sign of A: if
A > 0, the oscillations occur on x > 0, while when A < 0 the
oscillations occur for x < 0. The solutions rapidly grow and
become nonphysical on the other side of the origin. This may
imply that such solutions are unstable in the A > O regime.

In the A < 0 regime, solutions oscillate in density on one
half of the domain, and then decay on the other half. Again,
the location of the oscillations is tied to the sign of A. If
A < 0, the the oscillations will be found on x < 0 and the
solutions decay rapidly for x > 0. On the other hand, if A > 0,
the density oscillates on x > 0, and decays rapidly as x < 0.
These results make sense. Indeed, as the Morse potential is an
asymmetric trap, it skews the mass to one side of the origin.
The sign of A can then be used to control the way in which the
density shifts.
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FIG. 3. (Color online) Perturbations of the bright soliton solu-
tion under the Morse potential U(x) = A(e™>4* — 2¢74¥) on the
symmetric interval —33 < x < 33. Since the Morse potential is an
asymmetric trap, the perturbations due to small-magnitude Morse
potentials will force the mass of the perturbed bright soliton to
be allocated to one side of the origin x = 0, with decay occurring on
the other side (when A < 0). The sign of A determines the form of the
asymmetry. All solutions corresponding to € < 0.1 are perturbation
solutions, while for ¢ = 0.4 and € = 1 we use numerical solutions.

I. Quantum pendulum potential: A lattice trap

The quantum pendulum potential takes the form U(x) =
A[1 — cos(x)]. This is a good model of an optical lattice type
of potential, which has been used to study BECs in a number
of settings [26]. ¥o(x) again remains as given in Eq. (14), but
U(x) = A[1 — cos(x)] results in a first-order perturbation term
Y¥1(x) of the form

Yi(x) = %[cosh(x) + 3x sech(x) tanh(x) — 3 sech(x)]
X {1 — sech?(x) — / Xsechz(y) tanh(y) cos(y)dy}
0

A
— Esech(x) tanh(x)

4 2x _ L4x 1
x{ — 3(xe e +D — 3 tanh(x) — sin(x)

2(e2 + 1)

+3 /Xcos(y)sechz(y)[l — y tanh(y)] dy}. (44)
0

In Fig. 4, we plot the density |v/|? over the symmetric interval
—30 < x < 30 for the lattice trap U(x) = A [1 — cos(x)]. In
the case of A < 0, the primary density peak occurs at the origin,
while additional density peaks are observed. The appearance
of such additional peaks is somewhat regular, although the
height of such peaks is not. Unlike in previous cases, where
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FIG. 4. (Color online) Perturbations of the bright soliton solution
under the lattice potential U(x) = A [l — cos(x)] on the symmetric
interval —30 < x < 30. For both A > 0 and X < 0, the density
remains bounded and exhibits oscillations. Unlike the previous cases
considered, these oscillations are not damped for any sign of A.
For A > 0, the maximum density is allocated away from the origin
(although a local maxima does occur at the origin). In contrast when
A < 0, the maximal density occurs at the origin, with many smaller
local maxima occurring away from the origin. The lattice trap is space
periodic, so it permits a positive density maxima arbitrarily far from
the origin. All solutions corresponding to € < 0.1 are perturbation
solutions, while for € = 0.5 we use numerical solutions.

the peaks gradually decayed, we observe a decrease, then an
increase, and so on.

For A > 0, we observe a similar structure, with the differ-
ence being that the density peak at the origin is smaller than
surrounding density maxima. So, when A < 0, the potential
traps a large amount of the mass near the origin, while other
local maxima still occur. On the other hand, A > 0 gives a trap
that allocates much more of the mass away from the origin.

For both & > 0 and A < 0, we have bounded persistence of
the density far from the origin. This is due to the fact that the
potential is bounded and periodic, which allows accumulations
of mass to congregate even far from the origin.

J. Double-well potential

Various applications call for double-well potentials [27].
One possible form of such a potential used is U (x) = Al(x? —
1)> — B1, which gives a simple and symmetric double well.
One may use the formulas in Sec. III to obtain the first-order
perturbation solution corresponding to a double-well potential.
We omit the details here, and summarize the results. We
consider the potential U(x) = U(x) = A[(x* — 1)> — B], and
plot the perturbations of the bright soliton in Fig. 5 on the
interval —6 < x < 6.
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FIG. 5. (Color online) Perturbations of the bright soliton solution
under the double-well potential U(x) = A[(x> — 1)> — ] on —6 <
x < 6. The potential acts as a confining potential for A < 0 and
appears to induce an instability when A > 0. Indeed, the A <0
potential is a rather effective confining potential, as the density plots
show that the mass is confined to near the origin for both large
and small €. All solutions corresponding to € < 0.1 are perturbation
solutions, while for € = 0.5 and 1 we use numerical solutions.

In all of the cases considered here, we have considered
A < 0.The A > 0 case is seemingly unstable, denoting blowup
of the solutions (hence mass is not conserved). In the A < 0
case, we have a confining potential, and we see that for all €
considered that the solutions are rather close in form to the
bright soliton solution.

The perturbations exhibit oscillations which decay (and
which are contained in an envelope which approximates the
bright soliton) for large enough €, no matter the sign of 8. In
this case, most of the mass is allocated near the origin (as is
true of the pure bright soliton solution). As € is made small, the
period of these oscillations tends to increase, with less mass
allocated near the origin.

K. Harmonic potential with lattice trap

It is possible to combine a harmonic potential and lattice
trap, or another combination of traps, to obtain pseudoperiodic
or quasiperiodic potentials, and this type of potential has been
considered previously in differing settings [28]. One possible
form of such a potential is U(x) = A[x? + B cos?(x)], which
was used in Ref. [29]. This class of potential was shown to
be useful for studying the one-dimensional (1D) dynamics
of a BEC of cold atoms in parabolic optical lattices [30].
We shall present some graphical results, but shall omit
the detailed derivation of the perturbation solutions. Note
that perturbation results can be obtained for a number of
different types of lattice traps. We consider the potential
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FIG. 6. (Color online) Perturbations of the bright soliton solution
under the modified harmonic oscillator potential U(x) = A[x? +
B cos?(x)] on —25 < x < 25. When A < 0, the potential acts as a
trap, confining most of the mass to near the origin. When A > 0,
the opposite is true, and we see that the mass (in an average sense)
increases as one approaches the boundary of the domain. All solutions
corresponding to € < 0.1 are perturbation solutions, while for € = 1
we use numerical solutions.

U(x) = A[x? + B cos?(x)] since this potential is reasonably
simple and has been considered elsewhere.

In Fig. 6, we plot the density |v/|* for the perturbations of
the bright solitons given a potential of the form U (x) = A[x? +
B cos?(x)]. Here, we take the symmetric interval —25 < x <
25. The results are similar to those of the modified harmonic
potential (shown in Fig. 2). In the case where A < 0, most
of the mass is confined to the region near the origin, so the
density max is at x = 0. There are secondary local maxima
symmetric on either side of the origin. The larger the value of
€, the smaller these secondary maxima become.

When X\ > 0, the potential is no longer trapping the mass,
and hence there exist density maxima throughout the domain.
As one moves away from x = 0, these maxima increase in
value, so the smallest density maxima occur at the origin.

V. CONCLUSIONS

We have obtained the general perturbation theory for the
cubic NLS with small potentials in the case of an attractive
nonlinearity. This equation governs an attractive BEC in 1 +
1 dimensions. The primary benefit to our approach is that
we were able to account for general potential functions. The
approach involves perturbation around a bright soliton (the
stationary state for the potential zero BEC). Another benefit to
the method employed is that we did not have to assume a small
unperturbed solution. Rather, the unperturbed solution can be
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of any size since only the perturbation corrections should be
sufficiently small.

There are a number of varieties of potentials which permit
exact solutions for the attractive BECs. Most of these are in
the form of some scaling of the bright soliton. In such cases,
the addition of the small potential causes no strong qualitative
change in the solutions. For other potentials, such as the &
potential, the bright soliton solution degenerates into a space-
periodic solution in part of the domain. In such a case, there is
still a density maxima at x = 0, although other maxima also
occur.

For more complicated potentials (such as those commonly
found in the study of BECs), the perturbation results are useful.
Often, the perturbations of the bright solitons due to these small
potentials have one of two effects. If the small potential is
negative, it acts as a confining potential. In this scenario, most
of the density is allocated near the origin, although there can
be smaller local density maxima away from the origin. These
small excitations gradually decay as one moves away from
the origin. On the other hand, when the potential is positive,
it forces the density to spread out over a symmetric domain
—L£ < x < £. In the case of asymmetric potentials, the density
can be allocated to one side of this symmetric interval.

In obtaining the solutions displayed in Sec. IV, note that
perturbation solutions were obtained for sufficiently small e,
while for larger values of € numerical solutions are provided.
For small enough €, there is excellent agreement between the
analytical perturbation results and the numerical solutions. As
€ increases in value, the perturbation solutions gradually lose
accuracy. We demonstrate this in Fig. 7, where we compare
the perturbation results with the numerical solutions for
the lattice potential corresponding to U(x) = 1 — cos(x). The
breakdown of the perturbation results as € increases results in
a loss of agreement away from the origin, while the solutions
remain reasonably accurate near the origin. This means that,
for larger €, the perturbation solutions lose accuracy when
the solution oscillates. The reason for this is that for larger
€, the period of oscillation is poorly approximated. In order
to more accurately capture the oscillatory nature of these
solutions, it is possible that a multiple-scales analysis would
prove useful. Similarly, in Fig. 8, we give a similar plot for
numerical and perturbation solutions in the case of the Morse
potential. That the perturbation and numerical results agree in
the small € regime makes sense, as when ¢ is sufficiently small,
the perturbation solution is essentially going to converge in a
geometric manner (in powers of this small €). This manner of
convergence can not be expected to hold when € is not small,
as nonlinear effects tend to amplify the correction terms. This
is why we resort to numerical solutions in the cases where € is
not small enough.

One requirement in the method employed is that the
potential function be piecewise continuous. When a potential
does not satisfy such a condition, the perturbation method
breaks down. Such an example would be a potential of the
type A/x*. When « > 2, the solution to the NLS can develop
a nonremovable singularity at the origin. In such a case, one
should consider a nonlocal formulation of the model (as was
used in the original derivation of the GP equation).

In the case of more than one spatial dimension,
the stationary solution is determined by a solution to
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FIG. 7. (Color online) Perturbations of the bright soliton solution
under the lattice potential corresponding to U(x) = 1 — cos(x)
on the symmetric interval —5 < x < 5. We see that for small enough
€, the perturbation and numerical solutions agree very well, as seen in
the lower of the curves plotted. Once € becomes larger, the solution
is no longer in the perturbative regime, and therefore the perturbation
solutions break down (as seen when € = 0.2), which is shown in the
upper dotted curve. For all solutions, the agreement is still very good
close to x = 0, with the breakdown occurring for larger values of x.

the PDE
Ay +[1 —eUX)Y —2¢y° = 0. (45)

If one can obtain a solution to the ¢ = 0 nonlinear equation
Ay + ¢ — 2y = 0, then the perturbation method discussed
here can be applied. If one assumes radial symmetry, then the
wave function can be given in terms of Y (xy, ..., xy) = ¥ (r),
where

N -1
v'(r) + TI//’(V) + 1= eUMY(r) = 29(r)* =0,
(46)

where we also assume a radially symmetric potential function.
Unlike in the case of the bright soliton perturbation theory
considered here (or in the case of the dark soliton perturbation
theory discussed in Ref. [15]), the € = 0O reduction of this
model does not have an exact solution. So, one would likely
be required to consider small amplitude solutions. A multiple
scales approach could prove useful. This will be taken up in
future work.
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Perturbation solution, € = 0.05
= = Numerical solution, € = 0.05
Perturbation solution, € = 0.3
= = Numerical solution, € = 0.3

FIG. 8. (Color online) Perturbations of the bright soliton solution
under the Morse potential corresponding to U(x) = —(e % —
2¢702%) on the symmetric interval —5 < x < 5. Again, for small
enough €, the perturbation and numerical solutions agree very well
(such as in the case of € = 0.05) since the lower dotted and solid
curves coincide. For larger € (such as € = 0.3), the agreement between
the numerical and perturbation solutions break down, owing to the
fact that the perturbation solutions are valid in the small € regime.
We see this from the fact that the upper solid and dotted curves do
not coincide, unless x is small. For all solutions, the agreement is still
very good close to x = 0, with the breakdown occurring for larger
values of x.

The stability or instability of stationary states for various
integrable models can be determined through an application of
the Vakhitov-Kolokolov (VK) stability criteria [31]. Recently,
the stability of these types of solutions has been considered
for other integrable models admitting sn-wave or cn-wave
solutions, such as the integrable Wadati-Konno-Ichikawa-
Shimizu [32] and local induction approximation [33] models.
The present solutions belong to the cn-wave family (since in
the limit where the Jacobi elliptic index goes to one, the cn
function reduces to the sech solution), so a stability analysis
for perturbation of cn waves due to small potentials would
be of interest. While perturbation results were obtained for
various potentials, stability results may be more dependent on
the exact type of potential studied.
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