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Biophysical significance of the inner mitochondrial membrane structure on the electrochemical
potential of mitochondria
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The available literature supports the hypothesis that the morphology of the inner mitochondrial membrane is
regulated by different energy states, that the three-dimensional morphology of cristae is dynamic, and that both
are related to biochemical function. Examination of the correlation between the inner mitochondrial membrane
(IMM) structure and mitochondrial energetic function is critical to an understanding of the links between
mesoscale morphology and function in progressive mitochondrial dysfunction such as aging, neurodegeneration,
and disease. To investigate this relationship, we develop a model to examine the effects of three-dimensional
IMM morphology on the electrochemical potential of mitochondria. The two-dimensional axisymmetric finite
element method is used to simulate mitochondrial electric potential and proton concentration distribution.
This simulation model demonstrates that the proton motive force (�p) produced on the membranes of
cristae can be higher than that on the inner boundary membrane. The model also shows that high proton
concentration in cristae can be induced by the morphology-dependent electric potential gradient along the
outer side of the IMM. Furthermore, simulation results show that a high �p is induced by the large
surface-to-volume ratio of an individual crista, whereas a high capacity for ATP synthesis can primarily be
achieved by increasing the surface area of an individual crista. The mathematical model presented here provides
compelling support for the idea that morphology at the mesoscale is a significant driver of mitochondrial
function.
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I. INTRODUCTION

Mitochondria are double-membraned organelles enclosed
by inner and outer membranes composed of phospholipid bi-
layers and proteins. The inner mitochondrial membrane (IMM)
is of particular interest in that it is a major site of the electron
transport chain and ATP synthase. The structure of the IMM
has been extensively studied for the past decade. Advanced
imaging techniques have permitted researchers to visualize
the various components of mitochondrial structure. The IMM
is composed of the inner boundary membrane (IBM) and the
crista membrane (CM). Cristae are the involuted structures of
the IMM that form tubules or lamellae. The CM and the IBM
are connected via narrow tubular sites called crista junctions
[1]. It is hypothesized that the role of crista morphology is to
increase the surface area of the IMM to enable greater capacity
for oxidative phosphorylation, whereas the morphologies of
crista junctions have been studied and characterized as merely
a molecular diffusion barrier [2–4]. Recent studies have shown
that the IMM structures can differ widely among different cell
types as well as physiological and pathological conditions.
Therefore, investigating the mechanistic and functional effects
of these pleomorphic IMM structures is a crucial step in
understanding the progression of mitochondrial function and
dysfunction.

Experimental studies have investigated the IMM structure
in relation to the energy state and disease state of mitochondria.
Using electron tomography, two different morphologies of the
IMM have been observed in mitochondria at different energy
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states [5–7]. Mitochondria with high respiratory activity
(state III, a mitochondrial respiration state during which
the respiration rate increases in response to the addition
of respiratory substrates) contain enlarged cristae, while
those with low respiratory activity (state IV, a mitochondrial
respiration state during which the respiration rate decreases
and reaches steady state as all ADP is converted to ATP)
have small cristae. In addition to these studies, more deci-
sive and detrimental changes in the IMM structures were
observed from mitochondria in neurodegenerative diseases.
For example, swollen mitochondria and loss of cristae are seen
in Parkinson’s diseases [8], and swollen mitochondria with
degenerated cristae are observed in Huntington’s disease [9].
However, these studies provide only a qualitative description
of the morphological changes. Morphometric analyses of the
IMM structure, on the other hand, may provide more concrete
criteria for differentiating the multiplicity of known disease
states from normal function.

In an effort to explain the close relationship between the
IMM structure and mitochondrial function, prior research has
proposed that cristae morphologies can be regulated by the
local pH gradient [10–12]. This hypothesis is based on the
fact that the area per headgroup of cardiolipin-containing
lipid membranes decreases as pH decreases. Consequently,
the local pH difference across the membrane can induce the
curvature by the area mismatch between two layers of the
membrane. Through this mechanism, the cristae morphologies
may be regulated in response to the change in local pH gradi-
ent. However, studies have not yet successfully investigated the
reversed causal effect: How do changes in the IMM structure
alter the energetic function of mitochondria? The answer to
this question requires estimations of both the electric potential
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and the difference in proton concentration across the IMM
(that are driving forces for ATP synthesis) in different IMM
structures. To date, the mitochondrial membrane potential and
proton concentration have been experimentally measured pri-
marily by the use of potentiometric fluorescent dyes [13–20].
However, limitations such as diffusion and optical resolution
of structures smaller than the wavelength of light prevent
other than the measurement of bulk proton concentrations and
electric potential and make impossible the direct measurement
of local variations of these properties along irregular IMM
surfaces. Mathematical simulations are, therefore, an excellent
adjunct to the observations made by conventional fluorescence
microscopy and aid in a better understanding of the effects of
the IMM morphology on mechanistic function. For example,
a thermodynamic model of the tubular cristae was developed
to examine changes in free energy induced by different
morphology and composition of the membrane [21]. Later,
this model was modified to explain observed morphologies of
cristae by considering tensile force and shape entropy [22]. The
effect of cristae geometry on diffusion was investigated using
Monte Carlo simulations with simplified geometries of tubular
and lamellar cristae [23]. Molecular dynamics simulations
were conducted in order to investigate the role of cardiolipin
on the IMM structure [24,25]. However, simulation studies
have not sufficiently investigated the most important role of
the IMM structure: the effect of the IMM structure on the
electrochemical potential (or ATP synthesis) of mitochondria.

In this study, we introduce a model simulating the dis-
tributions of the electric potential and proton concentration

in mitochondria to investigate the relationship between the
IMM structure and the energetic function of mitochondria. The
electric potential and proton transport are modeled based on the
coupled Poisson-Nernst-Planck equations, which have been
used for modeling the electrodiffusion of ions in membranes,
double-layer capacitors, and solvated biomolecular systems
[26–28]. This equation is applied to the mitochondrion model
with simplified geometry and solved using the finite element
method. By using this model, we test the following hypotheses:
(i) the proton motive force on the CM is higher than that on the
IBM, (ii) the morphological parameters of a crista, such as the
surface area and the surface-to-volume ratio, correlate with
both the proton motive force and the capacity for ATP syn-
thesis. Finally, the biophysical significance of the simulation
results and the validity of model assumptions are discussed.

II. METHODS

A. Structure of the mitochondrion model

A two-dimensional (2D) axisymmetric mitochondrion
model mimicking the key features of the mitochondrial
compartments is constructed (Fig. 1). This mitochondrion
model comprises three concentric spheres with a single crista.
The innermost sphere and the middle sphere represent the inner
side and the outer side of the IMM, respectively. As can be seen
in Fig. 1(c), the inner side is the N side (negatively charged by
electrons) and the outer side is the P side (positively charged
by membrane-bound protons). The outermost sphere is the

FIG. 1. Structure of a mitochondrion model. (a) Heterogeneous morphologies of mitochondria observed in DI TNC1 cells. (b) Compartments
of a mitochondrion model. (c) Cross section view of a crista in the mitochondrion model. (d) Description of proton transport model and boundary
conditions (cH is the proton concentration, ϕ is the electric potential, ρs is the surface charge density at the P side, ρf is the free charge density,
and Jdif and Jmig are the diffusion flux and the migration flux, respectively). Note: The dimension in this figure is exaggerated in order to clearly
illustrate the structure.
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FIG. 2. Two types of crista geometries (cross section view). (a) Type I geometries are used for studying the effect of the overall crista shape.
(b) Type II geometries are used to investigate the effect of detailed crista morphology.

outer mitochondrial membrane (OMM). The space between
the P side and the OMM is the intermembrane space (IMS).
One specific element of this structure is that the IMM is
modeled as a domain (volume), while the OMM is modeled
as a boundary (surface). The IMM is composed of the crista
membrane (CM) and the inner boundary membrane (IBM).
The CM is connected to the IBM through a crista junction.
As can be seen in Figs. 1(b) and 1(c), the crista junction is
modeled as a cylinder with diameter D (30 nm) and length L

(40 nm). The edges connecting the crista junction with the CM
and the IBM are rounded with an inside radius of 5 nm and
an outside radius of 10 nm. The N side sphere has a diameter
of 1 μm. The thicknesses of the IMM and the IMS are 5 and
25 nm, respectively.

To study the effects of overall shapes and detailed
morphologies of cristae, we construct two types of crista
geometries: type I [Fig. 2(a)] and type II [Fig. 2(b)]. As can
be seen in Fig. 2(a), type I crista geometries are constructed
using three parameters (r1, r2, and z0). Parameters r1 and r2

represent the radii of the upper and lower spheres of the crista
structure and z0 is the distance between the centers of these
spheres. To parametrize the overall shape of a crista, we define
the slope of the lateral surface of a crista as follows:

k ≡ (r2 − r1)/z0. (1)

A positive value of k forms a narrow opening and a
wide end of the crista structure, while a negative value of
k forms a reversed shape. To investigate the effect of k on
the electrochemical potential of a crista, we construct three
geometry groups, each with different surface area and volume
(Table I). For each group, we generate a reference geometry

whose k = 0 (r1 = r2). Within each group, we vary k from
−0.25 to 0.25 with increments of 0.05. To solve for r1, r2,
and z0 at a given k, we first calculate the surface area and the
volume of the reference geometry.

Surface area =
∫ ∫

P side CM
dA =

∫
�

2πrds, (2)

Volume =
∫ ∫ ∫

crista
dV =

∫ ∫
�

2πrdA, (3)

where � and � are the bold line and the shaded area in
Fig. 2, respectively. From Eqs. (1)–(3), we find solutions
for r1, r2, and z0 at the given surface area, volume, and k.
Finally, we use these parameters to construct type I crista
geometries.

To further investigate the detailed morphologies of crista
structures, type II crista geometries are constructed. As can be
seen in Fig. 2(b), a single crista is modeled as a combination
of spheres. To construct cristae structures with various surface
areas and volumes, we vary the number of spheres aligned in
the centerline (Nsphere = 1, 2, . . . , 6), the radius of the sphere
(r0 = 30, 31, . . . , 65 nm), and the angle (θ0 = 10°, 11°, . . . ,
25°) shown in Fig. 2(b). The surface area and the volume of a
crista are calculated using Eqs. (2) and (3). These geometrical
parameters are summarized in Table II. To avoid high correla-
tion between the parameters (which can cause the problem of
multicollinearity in regression models), we carefully select
the ranges of parameters. This allows studying respective
effects of the surface area and the surface-to-volume ratio of a
crista.

TABLE I. Parameters for constructing type I geometries.

Group k = (r2 − r1)/z0 Reference geometry (k = 0) Surface area (μm2) Volume (10−4 μm3) SVR (μm−1)

1 −0.25 − 0.25 r1 = r2 = 50, z0 = 30 0.0394 7.54 52.18
2 −0.25 − 0.25 r1 = r2 = 50, z0 = 40 0.0425 8.33 51.03
3 −0.25 − 0.25 r1 = r2 = 50, z0 = 50 0.0456 9.11 50.08
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TABLE II. Parameters for constructing type II geometries.

Nsphere Number constructed r0 (nm) θ0 (deg) Surface area (μm2) Volume (10−4 μm3) SVR (μm−1)

1 3 63−65 − 0.048−0.052 10.42−11.45 45.0−46.4
2 32 47−56 10−25 0.048−0.052 8.86−11.02 46.7−54.5
3 27 39−50 10−25 0.048−0.052 7.64−10.48 49.2−62.7
4 24 35−45 10−25 0.048−0.052 7.12−9.56 52.6−68.4
5 24 31−42 10−25 0.048−0.052 6.43−9.33 54.9−76.1
6 20 30−39 10−23 0.048−0.052 6.40−8.72 58.0−77.0

B. Model descriptions and assumptions

To study the effect of the IMM morphology on the electro-
chemical potential of mitochondria, we model proton transport
that is driven by diffusion and electric field-induced migration.
The effects of other ions and proteins in mitochondria and
their interactions are not considered. As can be seen in
Fig. 1(d), a diffusion flux can be induced by pH difference
in mitochondria, whereas an electric field can be generated by
the surface charge of the IMM.

This model has two domains (IMM and IMS) and three
boundaries (OMM, P side, and N side). The matrix domain is
not considered because we assume that the electric potential
and the proton concentration inside the matrix are uniform.
Three variables including electric potential (ϕ), proton con-
centration in the IMS (cH), and the surface charge density at
the P side (ρs) are considered in this model.

Classically, the Nernst-Planck equation has been used to
describe the transport of ions under a concentration gradient
and an electric potential gradient [26–28]. In this study, the
modified Nernst-Planck (N-P) equation is used to simulate the
steady state proton concentration in the IMS (cH).

∇ · [
Di

H∇cH + μzcH∇φ
] = 0, (4)

where Di
H is the intracellular proton diffusion coefficient, μ

is the electrical mobility of the proton, and z is the valence
of the proton (z = 1). The Stokes-Einstein relation, which is
the relationship between a diffusion coefficient and electrical
mobility, is not applied in this equation because the interaction
between solute and solvent may not be negligible in our model
system. Instead, we use experimentally measured diffusion
coefficients and electrical mobility.

All coefficients and parameters used in this model are
summarized in Table III. Two boundary conditions at the P

side and the OMM are required because the N-P equation
was applied only in the IMS domain. At the P side, the
net flux of protons is determined to be zero by assuming
a balance between the number of protons pumped out by
electron transport chain and those brought in through ATP
synthase.

At the OMM boundary, the Dirichlet boundary condition
is applied. Because the OMM is permeable to protons, the
protons at the OMM boundary can be buffered by the bulk
cytosolic solution.

Boundary conditions:

n · (−Di
H∇cH − μzcH∇φ

)∣∣
P side = 0

cH|OMM = cH,cyto, (5)

where n is a normal vector pointing from the P side to the N

side, and cH,cyto is bulk concentration of proton in cytosol.
We model the electric potential (ϕ) in the IMM and the IMS

based on the following theoretical model. The mitochondrial
membrane potential (�
m) is induced by coupled electron
transport and proton translocation. Protons are pumped out
from the matrix by electron transport chain. Some of these
protons bind to the P side instead of diffusing into the
bulk solution of the IMS. These membrane-bound protons
efficiently diffuse along the membrane surface (P side) from
source (electron transport chain) to sink (ATP synthase),
charging the P side positively. In the mean time, electrons
flow from the electron transport chain, and then charge the N

side negatively [29–34].
Accordingly, the electric potential (ϕ) in the IMM and the

IMS can be described by Poisson’s equation.

∇2φ = −ρf

ε
, (6)

where ρf is the free charge density per volume, and ε is
the permittivity. The free charge density (ρf ) in the IMM
domain is assumed to be zero because the IMM is modeled as
a capacitor. Zero free charge density is also applied in the IMS
domain because we assume that the electroneutrality condition
holds in the IMS (i.e., the net electrical charge is zero because
charges from protons may be canceled out by other ions).
Boundary conditions are applied at the N side, the P side,
and the OMM. Based on the above theoretical model, the N

side may be assumed to be an equipotential surface, while the
P side requires the surface charge density (ρs) profile to be
used as a boundary condition. At the OMM, the zero charge
boundary condition is used.

Boundary conditions:

φ|Nside = 0

n · (ε0εIMME1 − ε0εIMSE2)|P side = ρs

n · (ε∇φ)|OMM = 0, (7)

where ε0 is the dielectric constant in vacuum, εIMM is
the relative permittivity of the IMM, εIMS is the relative
permittivity of the IMS, and E1 and E2 are electric fields of
the IMM and IMS at the P side, respectively.

The surface charge density (ρs) used in the above boundary
condition at the P side is not a constant. Because the surface
charge density can be obtained from the density of membrane-
bound protons (by multiplying the Faraday constant), ρs is
also modeled using the modified Nernst-Planck equation.

∇ · [
Dmb

H ∇ρs + μρs∇φ
] = 0, (8)
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TABLE III. Simulation coefficients and parameters.

Symbol Description Reference value Value used Reference

cH,matrix Bulk concentration of proton in matrix pH 8.0 1 × 10−5 mol/m3 [19]
cH,cyto Bulk concentration of proton in cytosol pH 7.2 1 × 10−4.2 mol/m3 [19]
Di

H Diffusion coefficient of intracellular proton 4 × 10−7 − 15.2 × 10−7 cm2/s 10 × 10−7 cm2/s [52]
Dmb

H Diffusion coefficient of membrane-bound proton 2 × 10−7 − 5.8 × 10−5 cm2/s 1 × 10−5 cm2/s [34,41–46]
μ Electric mobility of proton in medium 28.7 × 10−4 − 35.9 × 10−4 cm2/(V s) 30 × 10−4 cm2/(V s) [53]
εIMS Relative permittivity of the IMS 80 80 [54]
εIMM Relative permittivity of the IMM − 5.647a −
ρ0 Average surface charge density at the P side − 1.5 × 10−3 C/m2b −
ρATPase Density of ATP synthase − 2500 molecules/μm2c −
JH Proton flux 3100 H+/s/ATPase 4.966 × 10−16 C/s/ATPase [47]
EATP Energy used to synthesize 1 mole of ATP 14 kcal/mol 58576 J/mol [34]
D Diameter of a crista junction 20−40 nm 30 nm [4,5,51]
L Length of a crista junction 30−200 nm 40 nm [4,55]

aεIMM is calculated by assuming that the capacitance of the IMM is 1 μF/cm2 and the IMM thickness (tIMM) is 5 nm. εIMM = (tIMM/ε0)(1
μF/cm2) = 5.647, where ε0 is the electric constant.
bρ0 is calculated using the parallel plate capacitor model with a �
m of −150 mV. ρ0 = ε0εIMM (�φ/tIMM) = 1.5 × 10−3 C/m2, where �ϕ is
150 mV.
cρATPase is calculated from the average distance between ATP synthases [56]. ρATPase = 1/(20 nm × 20 nm) = 2500 molecules/μm2.

where Dmb
H is the diffusion coefficient of membrane-bound

protons. The electrical mobility of the membrane-bound
proton is assumed to be the same as that of the proton in
the IMS. To impose a constraint on ρs , we assumed that the
average density of membrane-bound proton (or surface charge
density) does not vary in each simulation.

∫∫
©

P side
ρsdA = ρ0

∫∫
©

P side
dA, (9)

where ρ0 is the average surface charge density at the P side.
Because this constraint can provide an equivalent condition
of proton transport across the IMM (or the activities and
contributions of proton source and sink) at each simulation,
it enables us to exclusively investigate the effect of the IMM
morphology without considering the effects of proton source
and sink. The 2D axisymmetric finite element method is
implemented to solve these coupled equations with coupled
boundary conditions [35].

C. Postprocessing

The electric potential (ϕ) and proton concentration (cH) dis-
tributions are simulated with various geometrical parameters
of a crista. The mitochondrial membrane potential (�
m) and
the proton concentration difference across the IMM (�pH)
are calculated from these two variables (ϕ and cH), as

�
m = φ|Nside − φ|P side, (10)

�pH = pH|Nside − pH|P side = log10
cH|P side

cH,matrix
. (11)

From �pH, the chemical potential difference across the IMM
(�μH) is calculated.

�μH = RT ln
cH|Nside

cH|P side
= − ln(10)RT �pH, (12)

where R is the gas constant and T is temperature (310 K).

The proton motive force (�p) is composed of the electric
potential difference (�
m) and chemical potential difference
(�μH).

�p = �
m + �μH/F, (13)

where F is the Faraday constant.
Given that the �p is not uniform along the P side, the

average �p is defined in order to compare the effects of various
parameters. The average �p on the CM (�pCM) is calculated
by integrating the �p over the P side of the CM divided by
the area of that region.

�pCM =
∫∫

P sideCM �pdA∫∫
P sideCM dA

. (14)

The average �p on the IBM (�pIBM) is also defined similarly.
However, the average �p might be an insufficient parameter

for representing the total capacity for ATP synthesis because it
does not consider the total area. To quantify this total capacity,
we calculate the rate of ATP synthesis (RATP) of a crista as
follows:

RATP =
∫ ∫

P sideCM
(−�p)JHρATPasedA/EATP, (15)

where JH is the proton flux, ρATPase is the density of ATP
synthase, and EATP is the energy used to synthesize 1 mole of
ATP [36].

III. RESULTS

A. The effect of the crista on electrochemical potential

By using the mitochondrion model, we first test the
hypothesis that the �p is higher on the CM than on the IBM.
Figure 3 shows an example of a mitochondrion model and
its simulation results. As can be seen in Fig. 3(a), the electric
potential in the crista is lower than that in the non-crista portion
of the IMS. This electric potential difference can induce proton
concentration gradient, i.e., protons are more concentrated in
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FIG. 3. (Color online) An example of the mitochondrion model
with a single crista (type II, Nsphere = 4, r0 = 50 nm, θ0 = 15°).
(a) Electric potential distribution in the IMS (mV). (b) Proton
concentration distribution in the IMS (expressed as pH).

the crista because of the lower electric potential there (more
details will be explained in the Discussion section). As a result,
the proton concentration in the crista is significantly greater
than that of the non-crista portion [Fig. 3(b)]. This high proton
concentration inside the crista results in a higher absolute value
of the chemical potential difference (�μH) across the CM
compared to that across the IBM, and a consequently higher
absolute value of the �p on the CM. Accordingly, among two
components of the �p, the chemical potential predominantly
contributes to the �p difference between the CM and the
IBM, whereas the membrane potential varies only slightly. In
the model shown in Fig. 3, the average �p on the CM (�pCM)
is −231.1 mV, while that on the IBM is −200.5 mV.

B. The effect of the overall shape of a crista

To investigate the effect of the overall shape of a crista struc-
ture on electrochemical potential, the type I crista geometries
[see Fig. 2(a) and Table I] are constructed as described in the
Methods section. As can be seen in Fig. 4, k does not show
significant effects on either the �pCM or the RATP [analysis of
variance (ANOVA) p value � 1]. Thus the overall shape of a
crista may not be an important factor for the electrochemical
potential of mitochondria. Instead, even though the difference
of the �pCM among groups 1, 2, and 3 is substantively small
(�1.2 mV difference between groups 1 and 3), this difference
is still statistically significant (p value < 0.05). Similarly, the
difference of the RATP among groups is statistically significant.
As summarized in Table I, groups 1, 2, and 3 have different
surface areas and surface-to-volume ratios. Group 1, which
has the highest surface-to-volume ratio and the smallest surface
area, has the highest absolute value of the �pCM and the lowest

RATP. Conversely, group 3, which has the smallest surface-
to-volume ratio and the largest surface area, has the lowest
absolute value of the �pCM and the highest RATP. Therefore,
the �pCM may depend on the surface-to-volume ratio, whereas
the RATP may depend on the surface area. This hypothesis is
further investigated by using the type II crista geometries.

C. The effect of the surface area and the surface-to-volume
ratio of a crista

By using the type II crista geometry [see Fig. 2(b) and
Table II], we examine the hypothesis that the surface area
and the surface-to-volume ratio of a crista correlate with both
the �pCM and the RATP. Figure 5 shows the effects of the
surface-to-volume ratio and the surface area on the �pCM and
the RATP. The lines in Fig. 5 are fitted models of the simulation
results based on the following equations:

−�pCM = α0 + α1x
α2
1 , (16)

RATP = β0 + β1x1 + β2x2, (17)

where x1 is the surface-to-volume ratio and x2 is the surface
area. Both models fit well with the simulation results (R2 for
the −�pCM and the RATP are 0.9818 and 0.9982, respectively).
The absolute value of the �pCM mainly depends on the surface-
to-volume ratio (fits well to a power-law model), whereas the
RATP almost linearly depends on the surface area. The effect
of the surface area on the �pCM is not statistically significant
(p value = 0.063), while the effect of the surface-to-volume
ratio on the RATP is statistically significant (p value < 0.05).

IV. DISCUSSION

A. Biophysical significance of the crista structure

The higher absolute value of the �p on the CM predicted
by this model may provide an explanation of experimen-
tally observed nonuniform distribution of the proton source
(electron transport chain) and sink (ATP synthase) along the
IMM. It has been found that the electron transport chain
and ATP synthase are more concentrated in the CM [37,38].
From our simulation results, this inhomogeneous distribution
may benefit the energy conversion process of mitochondria:
By having more ATP synthase in the CM, mitochondria can
synthesize ATP more efficiently due to the high absolute value
of the �p, which is the driving force for ATP synthesis.

Additionally, the simulation model shows that a high �p

can be induced by the large surface-to-volume ratio of a crista,
while a high capacity for ATP synthesis may require the large
surface area of a crista. These simulation results may present
inferences for the relationship between the IMM morphology
and the energy state of mitochondria. As mentioned earlier in
the introduction section, two distinctive cristae structures have
been observed from mitochondria of two different respiratory
activities: small cristae at low respiratory activity (state 4) and
large cristae at high respiratory activity (state 3) [5–7]. At low
respiratory activity, a small crista may be favorable because
a small surface area is sufficient for the low ATP synthesis
rate. Moreover, a small crista may have a higher �p than a
large crista of similar shape because a small crista can have
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FIG. 4. The effect of the overall crista shape (parametrized by k) on the average �p on the CM (�pCM) and the rate of ATP synthesis
(RATP). (a) The effect of k on the �pCM for groups 1−3. (b) The effect of k on the RATP for groups 1−3.

a greater surface-to-volume ratio. On the other hand, a large
crista with a large surface area, which has greater capacity for
ATP synthesis, may be required to meet high energy demand at
high respiratory activity. This hypothesis is in agreement with
experimental studies that estimated 30−60 mV higher �p in
state 4 (�230 mV) compared to that in state 3 (170−200 mV)
[39,40].

B. Membrane-bound proton diffusion coefficient

In our model, the membrane-bound proton diffusion co-
efficient (Dmb

H ) is assumed to be 1 × 10−5 cm2/s. However,
the measurements of the lateral proton diffusion coefficient
along the membrane surface have exhibited two orders of
magnitude in difference [(2 × 10−7)−(5.8 × 10−5) cm2/s]
[34,41–46]. Because the Dmb

H can influence the profiles of
membrane-bound proton concentration, surface charge density
at the P side, and electric potential, we discuss the effects of
the Dmb

H on the electrochemical potential of mitochondria.
As can be seen in Fig. 6(a), the absolute value of the

average �p on the CM increases linearly as the diffusion

coefficient increases, while the average �p on the IBM is
almost independent of the diffusion coefficient. This increase
in the −�pCM is mainly contributed from the increase in
the chemical potential difference [Fig. 6(b)]. In our model,
two transport mechanisms of membrane-bound proton are
considered: “diffusion” and “electric field-induced migration.”
If the Dmb

H is small compared to the electric mobility (μ),
then electric field-induced migration will be the dominant
mechanism of the membrane-bound proton transport. This will
induce membrane-bound protons to move along the P side in
order to minimize the electric potential gradient along the P

side. Because of this approximately constant electric potential,
the proton concentration in the IMS (cH) near the P side will
become nearly uniform, resulting in a relatively small chemical
potential gradient. In contrast, if the Dmb

H is sufficiently large
compared to the electric mobility (μ), diffusion will be the
dominant mechanism of the membrane-bound proton trans-
port. In this case, the membrane-bound proton concentration
along the P side (which determines the surface charge density)
will be closer to uniform. Due to the irregular geometry of the
CM, this roughly uniform surface charge density profile will

FIG. 5. The effect of the detailed crista morphology on the average �p on the CM (�pCM) and the rate of ATP synthesis (RATP). (a) The
effect of the surface-to-volume ratio (SVR) on the �pCM. (b) The respective effects of the surface area and the SVR on the RATP. Markers show
the simulation results. Dashed lines are fitted models of simulation results.
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FIG. 6. The effect of the membrane-bound proton diffusion coefficient (Dmb
H ) on electrochemical potential (using a single sphere crista

with radius = 50 nm). (a) Change in the average �p on the CM and the IBM. (b) Change in the average �
m, the average �μH/F , and the
average �p on the CM.

induce an electric potential gradient (lower electric potential
on the P side of the CM than that on the P side of the IBM).
At this point the protons in the IMS will be transported to the
opposite direction of the electric potential gradient, resulting
in a high proton concentration in the crista and consequently
a high chemical potential gradient across the CM.

As mentioned earlier, it has been proposed that high
proton concentration inside a crista is induced by restricted
diffusion. However, simulation results presented here suggest
that the high proton concentration inside a crista can also be
induced by the nonuniform electric potential along the P side
resulting from the morphology-dependent membrane-bound
proton distribution. To validate this model, the measurements
of the local electric potential and the proton concentration
around the IMM warrant further investigation.

C. Model assumptions and limitations

We apply continuum theories to model the electrochemical
potential of mitochondria, even though few free protons can
exist at the given pH values and sizes of the system. This
treatment of pH values as a continuum is based on the
chemiosmotic theory (i.e., the chemiosmotic theory assumes
pH values in the chemical potential term of the proton
motive force as a continuum). Our justification of this issue
is as follows: Given the very small absolute number of free
protons in a mitochondrion, the application of a continuum-
based theory may seem inappropriate. However, the absolute
number of free protons may not be an informative quantity
regarding proton transport in ATP synthesis because of the
complicated chemical buffering of mitochondria (i.e., protons
in a mitochondrion exist as various forms of hydrated hydrogen
ions). Moreover, it has been experimentally shown that the
proton flux through ATP synthase and electron transport chain
is very high (>1000 H+/s/molecule) [34,47,48]. To meet this
high flux condition, protons should circulate very rapidly.
Thus, the average distribution of protons over time can be
treated as a continuum. Finally, a continuum-based approach
is reasonable because we are not interested in the specific

position of each proton at each instance of time, but the average
distributions related to different geometries.

The next subject to be discussed is the modeling of mito-
chondrial structures. Mitochondrial structures are constructed
from combinations of basic shapes including sphere and
cylinder. The application of basic shapes in the crista structure
may limit the available range of the surface-to-volume ratio
of a crista. As the �pCM is a function of the surface-to-
volume ratio, the range of the �pCM simulated in this study
(�234−240 mV) is limited and may not be enough to show
a biologically meaningful difference. Furthermore, given the
heterogeneous compositions of the IMM, the thickness of the
IMM is not uniform, which can cause changes in the local
electrical capacity and the electric potential. However, it is
difficult to implement a complex 3D mitochondrion structure
that requires extremely fine elements and currently expensive
computations. Capturing complex geometries and localized
properties of the IMM would require a stochastic model, with
a large number of realizations for a variety of conditions. Varia-
tions among realizations of the same complex set of geometric
descriptors would be likely to obfuscate larger trends, such as
the effects of the surface area and the surface-to-volume ratio
of an individual crista. This complex model geometry can also
introduce computational inaccuracies and instabilities. In this
sense, simplified model geometries may be more suitable for
identifying the effects of key morphological parameters.

Another set of assumptions in this model is proton con-
centration distributions outside the mitochondrion, inside the
matrix, and in the IMS. Proton concentration outside the OMM
is not modeled due to our assumption of constant cytosolic
pH; however, cytosolic pH can also be affected by mitochon-
drial matrix alkalinization [49]. In addition, uniform pH in
the matrix can be challenged by complex compositions of
the matrix. A prerequisite for the assumption of uniform
pH in the matrix is uniform electric potential in the matrix.
The N side, which encloses the matrix, is assumed to be
an equipotential surface (because it is charged by electrons).
This equipotential surface does not induce an electric potential
difference within the matrix, even though the electric potential
along the P side and the resulting membrane potential are
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not uniform. Thus, the assumption of uniform pH in the
matrix is consistent with the assumption of the equipotential
surface on the N side. However, little is known of electric
potential and proton concentration distributions in the matrix.
The matrix contains a high density of enzymes and other
proteins [50]. This high density of macromolecules may
require specific configurations that may induce nonuniform
electric potential. In the IMS, we model proton concentration
profile by assuming that the interaction between protons and
other ions are negligible and that the net electric charge of ions
in the IMS is neutral. These assumptions, however, have not
been sufficiently investigated.

Furthermore, we assume that the narrow crista junction
morphology does not alter the diffusion coefficient. With this
constant diffusion coefficient in the entire region of the IMS
(including the crista and the crista junction), the simulation
results show that both the crista junction diameter (ranges
from 20 to 40 nm) and length (ranges from 30 to 50 nm)
do not notably affect either the �pCM or the RATP (data not
shown). However, the narrow opening of the crista junction
has been hypothesized to restrict the diffusion of molecules
between the crista and the non-crista portion of the IMS [1–
4,51]. In addition, a recent simulation study suggests that the
anomalous diffusion of proteins can be induced by cristae
geometries [23]. Even though this geometrical effect on the
diffusion coefficient might not be applicable to protons (given
the relatively small size and low concentration of protons with
respect to the typical size of the crista junction), the crista
junction morphology may affect mitochondrial functions by
regulating the transport of metabolic substrates and proteins,
which have greater molecular weights and volumes [1,4].

Finally, inhomogeneous composition of the IMM is not
considered. In particular, proteins, including ATP synthase
and electron transport chain, are not evenly distributed in
the IMM [37,38]. These nonuniform distributions of proton
source and sink may influence the membrane potential.
Moreover, the activities of these protein complexes, regulated
by the energy state of mitochondria, can also change the
membrane potential. In our model, however, the average
surface charge density is assumed to be constant in each sim-
ulation in order to exclusively investigate the morphological
effects.

V. CONCLUSIONS

To date, research on the role of highly varied IMM
structure has been primarily based on empirical observations

that are not supported by theoretical verifications. Recently,
some simulation studies have been conducted to explain
the observed IMM structures using thermodynamic models
[21,22] and to examine the validity of a crista junction
morphology as a diffusion barrier [23]. However, a model
simulating the effect of the IMM structure on ATP synthesis
has not yet been developed. This study aims to explain the
biophysical significance of IMM structures on the energetic
function of mitochondria using finite element methods. We
construct a simplified mitochondrion model that enables easy
parametrization of the IMM structure. From this model, we
show that a crista can enhance ATP synthesis not only by
increasing the surface area, but also by increasing the �p.
Based on results from the current simulation, high �p on the
CM is induced by its concave geometry, but is not necessarily
related to the restricted diffusion that may be caused by a
narrow crista junction opening. It is shown in the model that
the morphology-dependent electric potential induces a proton
concentration difference between a crista and the non-crista
portion of the IMS (i.e., a crista can act as a proton trap not by
restricted diffusion, but by induced electric field).

Our simulation results also present potential explanations
on the relationship between cristae morphologies and energy
states. The simulation model suggests that a high �p can
be induced by the large surface-to-volume ratio of a crista,
whereas a high capacity for ATP synthesis can be mainly
achieved by increasing the surface area of a crista. Based on
these simulation results, the orthodox conformation (small
cristae) might be more favorable for mitochondria of low
respiratory activity, whereas the condensed conformation
(large cristae) can be more preferable for mitochondria of high
respiratory activity.

Even though our model successfully details the biophysical
significance of IMM structures, the current model might not
sufficiently describe some important biological aspects be-
cause of potential oversimplifications and assumptions specific
to these calculations. Further investigation is required into the
local electric potential and the distribution of protons, as well
as the proton transport mechanisms in mitochondria in order
to improve the validity of computational estimates of causal
relationships between morphology and biochemical function.
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