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Exploding dissipative solitons in reaction-diffusion systems
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We show that exploding dissipative solitons can arise in a reaction-diffusion system for a range of parameters.
As a function of a vorticity parameter, we observe a sequence of transitions from oscillatory localized states
via meandering dissipative solitons to exploding dissipative solitons propagating in one direction for long times
followed by the reverse cascade back to oscillatory localized states. While exploding dissipative solitons are
known from the cubic-quintic complex Ginzburg-Landau (CGL) equation, propagating exploding dissipative
solitons appear to require for their existence a system of lower symmetry such as the reaction-diffusion model
studied here.

DOI: 10.1103/PhysRevE.88.042911 PACS number(s): 82.40.Ck, 05.70.Ln, 47.20.Ky, 82.40.Bj

I. INTRODUCTION

Dynamics of reaction-diffusion (RD) systems is a
well-established and growing area of modern research [1].
Complex dynamics in RD systems leads to a wide range of
motions in the form of traveling waves, pattern formation,
and emergence of more general types of self-organized
structures. More recently, much attention has been paid
to formation and dynamics of dissipative solitons (DS).
The latter are localized structures appearing not only in
reaction diffusion systems but in a much wider range of
dynamical systems in nature [2] and in the laboratory [3].
This powerful concept led to significant progress in laser
optics [4], in understanding biological systems [5], and even in
nanotechnology [6].

In systems far from equilibrium, a continuous driving force
and the resulting dynamics are the reasons for the existence
of stationary structures. Dissipative solitons are an excellent
example of this notion. DSs exist due to a complex balance
between various physical effects [5]. In optics, this is the
balance between energy pump and dissipation as well as
between nonlinearity and dispersion [4]. In reaction-diffusion
systems, the role of the balance between energy pump
and dissipation is played by the balance between matter
input and output. More intricate are systems that include
both energy and matter flows within the same dissipative
soliton [7].

DSs are found to have a number of complex dynamics.
The simplest one is the structure with an envelope that is
stationary despite the continuous flows of energy and/or matter
occurring within the soliton. Another example is a pulsating
dissipative soliton that periodically changes shape with the
balances kept on average. Interaction of DSs [8,9] and their
self-replication [10–12] may have far reaching consequences
in explaining complex biological functions. Moreover, con-
tinuous matter and energy flows within the soliton can be
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interpreted as the simplest form of metabolism, while their
eventual disappearance can be considered as “death.” Thus,
dissipative solitons can be viewed as prototypes of the simplest
organisms at the beginning of life evolution on Earth. In other
words, they can explain the origin of life from the mix of
chemicals in the presence of a continuous supply of energy
from the sun.

Mathematically, DSs can be modeled by the complex cubic-
quintic complex Ginzburg-Landau (CGL) equation [13] and
its generalizations. The CGL equation arises in a variety of
situations in nonlinear optics as well as near the onset of a
weakly inverted bifurcation to traveling waves in the case of
pattern-forming instabilities. Among its stable solutions, there
are localized pulses and holes of various types. Their properties
and interactions have been extensively studied for one and two
spatial dimensions [5,14–24].

There is a significant number of experimental observations
of DS. These include the cases of binary fluid convection
[25,26], surface reactions [27], the Faraday instability in
granular media [28] and colloidal suspensions [29], sheared
electroconvection [30], and nonlinear optics [31–33]. For a
review of transverse patterns in nonlinear optics we refer to
Ref. [34]. Modeling and the experimental results on DS are
usually well matched. A good example of such correspondence
is the explanation of the partial annihilation of pulses observed
in Refs. [25–27] as being due to small noise [24].

The most intriguing behavior of DSs are their explosions.
They have been predicted theoretically [35,36] and detected
experimentally in nonlinear optics [37]. Recent studies of
exploding dissipative solitons have focused on the bifurcation
scenarios leading to exploding dissipative solitons [38–41],
on the influence of noise on these rather unique objects [42]
as well as on their generalization to two spatial dimensions
[43–45]. It has been shown, in particular, that explosions
can be azimuthally symmetric [45], as well as asymmetric.
Asymmetric explosions may lead to their diffusive chaotic
motion in a two-dimensional extended system.

We note that meandering is a signature of chaos for
exploding dissipative solitons. After explosions, explosive
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DSs never recover their previous position [40,42]. As for the
changes of directions of exploding DSs, the explosions are a
big perturbation for the DS and because of parity symmetry
of the underlying equations both directions are possible.
The influence of additive noise on prototype equations for
pattern formation, such as the Swift-Hohenberg equation
or the cubic-quintic CGl equation, has been studied from
various perspectives. In Ref. [46] the influence of thermal
noise on the Swift-Hohenberg equation for various boundary
conditions has been quantitatively analyzed. Spatial and
temporal noise power spectra of stripe patterns for a stochastic
Swift-Hohenberg equation have been studied in Ref. [47]. For
the cubic-quintic Swift-Hohenberg equation, which allows
for stable localized solutions of arbitrary lengths due to a
trapping mechanism [48], it has been shown that noise leads
to a finite lifetime since it induces a release of the localized
state from the trap [48]. Noise effects can also determine the
outcome of collisions between stable localized states as it
has been demonstrated of collisions of counter-propagating
pulses for coupled cubic-quintic CGL equations [24]. We
finally mention that a small noise amplitude has a drastic
influence on the transition to exploding dissipative solitons in
the cubic-quintic CGL equation as already mentioned briefly
above [42].

Explosions happen when the flow of energy and/or matter
from internal regions of a soliton to its outskirts is too high
to keep the flow being laminar [39]. Excessive amount of
the energy (matter) flow may distort the soliton and may
lead to a behavior that looks like real explosions. Exploding
dissipative solitons are as generic as stationary or pulsating
ones in the sense that they also occupy large areas in the
multidimensional space of system parameters [36]. If we
take this fact into account, the variety of exploding behavior
of DSs is even more impressive than one would imagine
initially.

Here we demonstrate that exploding dissipative solitons
can also arise for simple reaction-diffusion equations for two
variables and we show that in this type of equation, exploding
dissipative solitons can propagate for long times, a behavior
unknown from the cubic-quintic CGL equation because of its
higher symmetry.

II. THE MODEL

For the two-component RD system, we use the following
general model:

∂tu = μ1u − μ2v + β1u
3 + γ1u

5 − β2v
3 − γ2v

5

+Druxx − Divxx, (1)

∂tv = μ3v + μ2u + β1v
3 + γ1v

5 + γ2u
5

+Drvxx + Diuxx, (2)

where u(x,t) and v(x,t) are chemical concentrations, β1 is
positive in order to guarantee that the bifurcation is subcritical,
and γ1 is negative in order to ensure saturation. The parameters
μ1 and μ3 are negative since we will focus on subcritical
behavior. The coefficient μ2 corresponds to the detuning in
optics or to a vorticity parameter in fluids.

We will call it vorticity in the following. The diffusion
coefficient Dr and the linear dispersion Di are both positive.
The parameters β2 and γ2 are nonvariational parameters
associated with nonlinearities.

For the simulation of Eqs. (1) and (2) we use as numerical
method explicit fourth-order Runge-Kutta finite differencing
with a grid of 250 points in x along a grid spacing of dx = 0.2
(corresponding to a box size 50) and a time step dt = 0.01. The
stability of the solutions has been tested introducing a small
amount of noise and waiting long enough to avoid transients
(in some cases T ∼ 105).

In our numerical simulations we keep all parameters fixed
except for μ2, the vorticity. The parameter values that we
used are μ1 = μ3 = −0.2, β1 = 1.0, β2 = 1.2, γ1 = −0.1,
γ2 = −0.9, Dr = 0.125, and Di = 0.5. A variety of stable
solutions arises as a function of μ2, which we use as the
control parameter.

III. RESULTS AND DISCUSSION

In Fig. 1 we present an overview of the types of behavior
as a function of the vorticity μ2 in the form of 24 x − t of |u|
plots for T = 2000. We note that due to the large scale one
does not see in Fig. 1 any difference whether one plots |u| or

0.0 0.40 0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85 0.90

0.95 1.0 1.5 2.0 2.5 3.0 3.5 3.73.2 3.62.72.3
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FIG. 1. x − t plots for |u| of the types of behavior observed as a function of μ2 for the interval 0 � μ2 � 3.7. For each x − t plot T = 2000
and box size L = 50. The sequence of these plots shows the transition from a localized oscillatory state (μ2 = 0) via nonmoving exploding
DS (at μ2 = 0.4) to propagating DS and then back to oscillatory localized solutions via exploding DS.
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the modulus R = √
u2 + v2. As μ2 is increased from 0, we

observe at μ2 = 0.35 a transition from nonmoving oscillatory
localized solutions to exploding dissipative solitons showing a
meandering motion with net velocity zero when averaged over
long times. This regime is followed by exploding dissipative
solitons with frequent direction changes (compare, for exam-
ple, μ2 = 0.75) and eventually there are propagating exploding
dissipative solitons propagating in only one direction for
times at least as long as T > 2 × 104. As μ2 is increased
further, the inverse sequence of transitions is observed and
for μ2 = 3.7 nonmoving oscillatory localized solutions are
recovered.

While exploding dissipative solitons have been found
for the cubic-quintic CGL equation in one and two spatial
dimensions, these were not moving on an average, but
showed the meandering motion with average velocity zero
also encountered for the present reaction-diffusion system.
As the cubic-quintic complex CGL equation has much higher
symmetry than the RD system studied here, we attribute the
existence of propagating exploding dissipative solitons for
long times to the reduced symmetry. For example, when
incorporating a vorticity of the type ∼μ2 into the cubic-
quintic CGL equation, this additional linear coupling could
be transformed away for the noise-free cubic-quintic CGL
equation by going into a rotating frame. For the RD system
studied here the same transformation would lead to a number
of additional nonlinearities.

To characterize several of the states observed in more
detail, we show in Figs. 2(a) and 2(b) snapshots for u and
v for μ2 = 0.45. We have incorporated as a solid line as
a guide for the eye R = √

u2 + v2. While this quantity is
not directly measurable for a chemical reaction, it facilitates
the comparison with the results obtained from the cubic-
quintic CGL equation for exploding dissipative solitons. In
Figs. 2(c)–2(e), we show three short x − t plots (T = 400)
for |u| revealing the details of the characteristic behavior of
the types of exploding dissipative solitons observed for our
RD system. Figure 2(c) shows |u| for a meandering exploding
dissipative soliton at μ2 = 0.45 and is very reminescent of
what one finds for R for exploding dissipative solitons in the
cubic-quintic CGL equation. This changes drastically when
increasing μ2 to μ2 = 0.8 [Fig. 2 (d)]. Now the exploding dis-
sipative soliton is propagating over distances that become com-
parable to the box size before a change in direction while for
μ2 = 0.98 the propagation distance is already larger than the
box size [Fig. 2 (e)]. We emphasize that Figs. 2(c)–2(e) are the
short time analogues of the 24 x − t plots shown in Fig. 1 for
T = 2000 each.

To study the behavior of the propagation distance as a
function of μ2 we have made systematically long runs for
the interval 0.90 � μ2 � 1.05. In Fig. 3 we show the results
for μ2 = 0.95 on the left [Fig. 3 (a)] and for μ2 = 0.98 on the
right [Fig. 3 (b)]. In both cases we show the asymptotic time
regime for T = 2 × 104. The picture that emerges from our
long runs is that there is an interval for μ2 for which one has
propagation distances that are very large.

In Fig. 4 we have plotted the number of direction changes,
N , as well as the various regimes described above as
a function of μ2. At μ2 = 0.35 there is an intermittent
transition from oscillatory to meandering, which is intrinsi-
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FIG. 2. (Color online) (a) and (b) show in red snapshots of u(x,t)
and v(x,t) for μ2 = 0.45 for the regime of meandering exploding
dissipative solitons. The solid black lines correspond to the modulus
R = √

u2 + v2; (c), (d), and (e) show short x − t plots (T = 400)
of |u| for μ2 = 0.45 (meandering explosions), μ2 = 0.8 (frequent
changes in propagation direction), and μ2 = 0.98 (propagation in
one direction for long times).

cally connected to explosions. We note that oscillations in
the wings come together with explosions. For μ2 = 3.7 we
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FIG. 3. x − t plots for T = 2 × 104 showing the asymptotic
behavior for (a) μ2 = 0.95—no change in propagation direction—
and (b) μ2 = 0.98—one change in propagation direction.

find the corresponding reverse transition. We emphasize that
for the present RD system the sequence of explosions is not
simply alternating LRLRLR, etc., as for the cubic-quintic CGL
equation. We attribute this difference to the lower symmetry
of our RD system. As a consequence of this deviation from
a strict alternation, one obtains the meandering exploding
dissipative solitons of the type shown in Fig. 2(c). This gives
for short times the impression of a mean drift. However,
when waiting long enough—compare, for example, the x − t

plots for μ2 = 0.55, 0.60, and μ2 = 3.5 in Fig. 1— there
is no net drift in the meandering regime. For the exploding
dissipative solitons in the cubic-quintic CGL equation the
time over which one has to average to obtain no net drift
is considerably shorter [36,40]. For the parameter range
0.90 � μ2 � 2.2, there are direction changes only as rare
events (IDC), which require sufficiently large fluctuations as a
trigger.

1 2 3 4
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8

12

OO

MM IDC

µ2

N

FIG. 4. (Color online) The number of direction changes, N , is
plotted as a function of μ2 for T = 2 × 103, where the values of
N represent averages over at least six runs. O denotes oscillatory
behavior, M stands for meandering, and IDC stands for infrequent
direction changes.

IV. DIFFERENCES AND SIMILARITIES OF DISSIPATIVE
SOLITONS IN THE RD SYSTEM VERSUS IN THE

CUBIC-QUINTIC CGL EQUATION

In this section we analyze differences and similarities
of various types of dissipative solitons for the RD system
investigated here in comparison with the properties of such
solutions for the only other equation for which exploding
dissipative solitons have been studied so far: the cubic-quintic
CGL equation. Close to the onset of an instability it takes the
form

∂tA = (μ + iμ2)A + (βr + iβi)|A|2A + (γr + iγi)|A|4A
+(Dr + iDi)Axx, (3)

where we have written down explicitly also the imaginary part
of the linear growth term, μ2, for comparison purposes with
the RD system (compare the analysis given further below).
We note that the mapping from the instability version of the
cubic-quintic CGL equation to the notation used in optics
[35] has been discussed in detail in Ref. [40]. Splitting the
complex scalar envelope function A into real and imaginary
parts, A = u + iv, we have

∂tu = μu − μ2v + βru(u2 + v2) + γru(u2 + v2)2

−βiv(u2 + v2) − γiv(u2 + v2)2

+Druxx − Divxx, (4)

∂tv = μv + μ2u + βrv(u2 + v2) + γrv(u2 + v2)2

+βiu(u2 + v2) + γiu(u2 + v2)2

+Drvxx + Diuxx. (5)

This is a formulation of the cubic-quintic CGL equation,
which can be directly compared with the reaction diffusion
model studied in the present paper [Eqs. (1) and (2)]:

∂tu = μ1u − μ2v + β1u
3 + γ1u

5 − β2v
3 − γ2v

5

+Druxx − Divxx, (6)

∂tv = μ3v + μ2u + β1v
3 + γ1v

5 + γ2u
5

+Drvxx + Diuxx. (7)

From the direct comparison of the two systems a number
of differences emerge immediately:

(1) The cubic-quintic CGL equation has global gauge
invariance, that is the equation is invariant under A →
A exp (iϕ) with a constant phase ϕ. This invariance is absent
in the RD model studied.

(2) The nonlinearities in the cubic-quintic CGL equation
are of the form (u2 + v2)nu and (u2 + v2)nv with n = 1, 2.
The nonlinearities of the RD model are qualitatively different
in nature and are of much lower symmetry.

(3) The coefficient β2 only occurs in one equation in contrast
to the cubic-quintic CGL equation where all coefficients
appear in both equations.

(4) The coefficient μ2 in the cubic-quintic CGL equation
can be transformed out of the equation via A = Ã exp (iμ2t). A
transformation that is usually done. This transformation leaves
the structure of the cubic-quintic CGL equation invariant.
Applying such a transformation to the RD system one
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obtains equations with nonlinearities that have in addition an
explicit time dependence. Thus leading to no simplification
of the problem and no invariance property. As a direct
consequence, none of the figures presented in this paper as
a function of μ2 can be obtained for the cubic-quintic CGL
equation.

(5) The reactive part of both systems (discarding diffusion
effects) has different dynamical behavior. Besides the fixed
point at the origin, which is an attractor (A), the RD system
has saddle nodes (SN) and repellers (R) as fixed points, as
is shown in Figs. 5(a) and 5(b). The number of fixed points
changes as a function of μ2. In the cubic-quintic CGL equation,
the only fixed point is the origin [see Fig. 5(c)]. In addition,
both systems have a limit cycle (not shown in the figure) as an
attractor.

These differences have also a number of other con-
sequences. For example, the fixed-shape solution for the
cubic-quintic CGL equation is replaced by an oscillating
dissipative soliton with oscillations around a fixed shape. This
has already been discussed for a somewhat simpler RD model
in Refs. [49–52].

The reduction of symmetry discussed above has several
other consequences, including the possibility of having explod-
ing propagating DSs for long times only in the RD system as
well as the fact that the direction changes of the exploding DSs
are strictly LRLRLRLR... for the cubic-quintic CGL equation
while for the RD system this strictly alternating behavior
is absent (compare also the remark at the end of the last
section).

To conclude this section, we also note some similarities
between the two different systems. We obtain exploding
DSs for anomalous linear dispersion, Di , in both cases.
For exploding DSs we need furthermore two nonvariational
nonlinearities in both types of model. The intuitive picture
we have in this connection is that we need the possibility to
generate an instability in the wings of the exploding DS. In
addition, one must guarantee that the localized solution does
not expand and fill the system completely.

V. CONCLUSIONS AND PERSPECTIVE

In conclusion, we demonstrated that two-component RD
systems have solutions in the form of exploding dissipative
solitons. They exist for a certain region of parameters.
Numerical simulations allowed us to find them when we varied
one of the parameters while the others have been fixed. Several
boundaries of different dynamics for the different types of
dissipative solitons have been identified.

Here we have shown that three parameters play an important
role to have exploding dissipative solitons over a range of
parameters: β2, the prefactor of the nonvariational v3 term in
the equation for u, γ2, the prefactor of the nonvariational terms
in the equations for u and v and Di , the linear dispersion.
This has to be contrasted to the requirements to obtain
dissipative solitons stably in the reaction-diffusion systems.
Previous investigations [49–52] on a simple RD system with
two variables have shown that one nonvariational parameter
associated with a nonlinearity is sufficient to obtain particle as
well as several types of hole solutions stably. Thus, exploding
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FIG. 5. (Color online) (a) Nullclines of the RD system for μ2 =
0.0. The solid line denotes ∂tu = 0 and the dashed line ∂tv = 0 for
Eqs. (1) and (2). Besides the attractor at the origin (A), there are two
saddle nodes (SN) and two repellers (R) as fixed points. (b) Nullclines
of the RD system for μ2 = 4.5. Besides the attractor at the origin (A)
there are four saddle nodes (SN) and four repellers (R) as fixed points.
(c) Nullclines of the cubic-quintic CGL equation. The only fixed point
is the origin.
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dissipative solitons clearly emerge as a more complex object
than dissipative solitons of the usual type. This is also brought
out by our studies on the cubic-quintic CGL equation, which
also revealed that one needs essentially nonzero values in
a certain range for the two nonvariational parameters γi

and βi and the linear dispersion Di to obtain exploding
dissipative solitons, while for simple one-particle solutions,
one nonvanishing nonvariational parameter has turned out to
be sufficient for stabilization.

Clearly, our present study opens the door to several areas
of investigation. First of all, it will be important to see which
features found for exploding dissipative solitons in RD systems
in one spatial dimension can be generalized to two spatial
dimensions and which additional phenomena might occur.
This question has been recently addressed for the cubic-quintic
CGL equation [45],

We also expect the investigation of the influence of
noise on exploding dissipative solitons in RD systems to
be a promising line of future research, all the more since
noise is ubiquitous in biological systems that are frequently
modeled by RD systems. Our previous studies on the influence
of noise on the transition to exploding dissipative solitons
in the cubic-quintic CGL equation have already revealed
rather complex response behavior even to fairly small noisy
perturbations [42].

Naturally, our recent study on the transition from inanimate
matter to localized solutions showing elementary features of
life obtained for the combination of a reaction diffusion system
for matter flow and of a cubic-quintic CGL equation for energy

flow [7] deserves a generalization along the lines given here
to investigate to what extent exploding dissipative solitons are
relevant in a biological context.

An outstanding challenge is certainly to find an experi-
mental system of RD-type (chemical or biological) that shows
exploding dissipative solitons. While this program has been
carried out successfully for the cubic-quintic CGL equation
in nonlinear optics [37], we are not aware as yet of any
experimental work done for RD systems. Studies of impulses
in biological membranes demonstrate complicated explosion-
like behavior of current pulses [53,54] when ionic content
is changed. Hardware neuron model simulations explain this
behavior in terms of “bursts” [55,56]. However, bursts are
a relatively simple chaotic increase of the pulse amplitudes
observed after bifurcations. Propagation effects may turn these
“bursts” into explosions. Study of these effects may require
more complicated equipment with spectral recording as in
Ref. [37], instead of simply observing the time dependence.
Our present study could stimulate work in this direction.
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