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The bed slope in the shallow-water equations reflects the bed topography. It is not a flow variable and cannot
be determined in the solution to the flow equations. An immovable nonflat bed affects a flow as a force term, but
the flow has no effect on it. Only when the bed term is correctly represented in a numerical method can it generate
an accurate solution. In the enhanced lattice Boltzmann method for the shallow-water equations (¢eLABSWE),
using an individual Chapman-Enskog analysis, it is found that such a correct representation can be achieved by
retaining C, = 2X,, in which C, is the coefficient for bed elevation in the lattice Boltzmann equation and A,
is that for the water depth in the local equilibrium distribution function. The finding has been validated through
simulations of a water at rest in a dish-shaped lake, a wind-induced shallow flow in the same lake, and a steady

flow over a two-dimensional bed hump.
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Many practical flows have a common feature, i.e., the hor-
izontal characteristics are dominant compared to the vertical,
e.g., tidal flows, waves, open channel flows, dam breaks,
and atmospheric flows. Such flows are called shallow-water
flows and can be described by the shallow-water equations.
Numerical solutions to the equations are an efficient practice
to study a wide range of flow problems encountered in engi-
neering [1-7]. Another peculiar property is that there is a bed
slope in the equations that is a nonflow variable and determined
by bed topography. Since natural flows always occur over a
complex bed, an accurate treatment of the bed slope becomes
the key to success or failure in a numerical method. For
instance, in a Godunov-type method, a special treatment for
bed slope has to be applied for accurate solutions [8—10];
in the lattice Boltzmann method for shallow-water equations
(LABSWE), the use of the centered scheme for calculation
of a bed slope is necessary to produce accurate solutions [7];
in the recent enhancement of the lattice Boltzmann method
for shallow water equations (eLABSWE), the bed elevation
is directly incorporated into the lattice Boltzmann equation
to eliminate the requirement of calculating the derivative
related to the bed slope. Although the centered scheme or the
eLABSWE produces accurate solutions to most shallow-water
flow problems, which is confirmed by van Thang et al. [11] in
the theoretical analysis of the lattice Boltzmann method for a
one-dimensional (1D) shallow-water equation, it is found that
it fails to generate accurate solutions to some 2D shallow-water
flows, such as a realistic wind-induced flow in a dish-shaped
basin and a steady flow over a specific 2D hump. In this
paper, we will show that such inaccuracy results from the
mismatch between the coefficient for bed elevation in the
lattice Boltzmann equation and that for the water depth in the
local equilibrium distribution function. A correct relationship
between the coefficients is proposed based on the individual
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Chapman-Enskog analysis. The scheme has been validated
by simulating water at rest in a dish-shaped lake, a realistic
wind-induced flow in the same lake, and a steady flow over a
two-dimensional bed hump.

To improve the eLABSWE [12], we introduce a coefficient
C,, into the lattice Boltzmann equation on a square lattice with
nine particle velocities (D2Q9) as

Jfa(xX+e At t + At) — f(X,1)

1 h
= (£ = fa) - ca‘i—z[mx + ey A — 2p(X)]

At
+ @eaj Fj s (l)
where f,, is the particle distribution function; x is the space
vector defined by Cartesian coordinates, i.e., X = (x,y) in 2D
space; t is the time; At is the time step; e, is the particle
velocity vector; eq; is the component of e, in the jth direction;
e = Ax/At, Ax is the lattice size; z; is the bed elevation
above a datum; 7 is the single relaxation time [13]; fy" is the
local equi_librium distribution function; C,, is a constant to be
decided; i = 0.5[h(x + e, At,t + At) + h(x,1)]; and
Twi  Thj
F; = % — 7] + Qhu b — Qhu,djy, 2)

in which & is the water depth, defined as the height from
the bed to the water surface; u; is the depth-averaged velocity;
g = 9.81 m/s? is the gravitational acceleration; T,, j 1 the wind
shear stress in the jth direction; 13; is the bed shear stress in
the jth direction defined by the depth-averaged velocities with
a bed friction coefficient C}, as

Tp; = pCoutjJ uiu;; 3)

p is the water density; €2 is the Coriolis parameter for the effect
of the earth’s rotation; and §;; is the Kronecker delta function,

0, i#}J,
8ij = 4
! {1, i=j. “®
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We redefine a general local equilibrium distribution func-
tion with two unknown constants A and B as follows:

[1—4(A+ B} — “ti]p, o =0,
=1 (A% + 25 + (6“2':4) Y, «=1357, (5
(BE + e T 4::2;),)}17 o =12,4,68,

where A and B satisfy the following constraint:
2A+4B = % (6)

A and B can also be represented with A, defined as

A, a=1,3,5/7,
Ao = )
B, o=2,4,6_8.

The physical variables of water depth and velocity are

calculated by
h=) fa ®)

and

u; = %Zeaifa- ©)

It can be shown following the Chapman-Enskog analysis
described in the eLABSWE [12] that Eq. (1) can recover the
following shallow-water equations:

(hu,)

- =0, 10
ot ij ( )
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at ax;  Taxn\2 dx;
8% (hu;)
+v + F, (11)
anaxj'
on the condition that C,, satisfies
Z Coenitaj = €8 (12)

It may be noted that the widespread use of the standard
local equilibrium distribution function in the lattice Boltzmann
method for the shallow-water equations is

h(l = 3 — %), @ =0,

&gh eyilli CoiojUillj Uil
wah(Gez + 3e2 + 2e* 6e? )’ o ?é 0,

in which w, =1 when o« =1,3,5,7 and w, = 1/4 when
o = 2,4,6,8. Equation (13) can be derived in different ways.
For example, Zhou [14] uses the basic constraints and lattice
symmetry; Dellar [15] starts from the standard local equilib-
rium distribution function for the Navier-Stokes equation and
derives it through applying nonhydrodynamic ghost variables;
and Tubbs and Tsai [16] replace the density with water
depth and redefine the sound speed C,; as C; = \/gh/2
with a little modification to the standard local equilibrium
distribution function for the Navier-Stokes equation. The
described equation (5) may be considered as an improved
version of Eq. (13) as they are effectively the same except that
(i) Eq. (5) can take different coefficients of the water depth
for additional flexibility, and (ii) it contains no negative part
related to the term u;u; for  # 0. Such a difference may make

fot= (13)
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the eLABSWE an additional freedom to have better numerical
stability when Eq. (5) is applied.

For further analysis, we recall the A property: A numerical
scheme is said to satisfy the necessary property (N property)
provided that it can replicate the exact solution to a stationary
case u; =0 in which there is a nonzero force or source
term [7]. For example, in the shallow-water equations there
is a nonzero bed slope, which is represented with the bed
level in Eq. (1). Many different numerical studies [8-10]
show that an inappropriate treatment for this term can produce
results with large errors, and particularly artificial flows for
water at rest in a container with a nonflat bed. Consequently,
formulating a numerical scheme that satisfies the A property
is the fundamental requirement for an accurate solution. In
physics, the water level z, + h above a datum is independent of
bed topography when water stays still. As for the water at rest
in a container with an uneven bottom, there is an exact solution,
i.e.,u; = 0and h 4 z, = const. Without loss of generality, this
case can be used to find the correct relationship between C,
and A, through the Chapman-Enskog analysis. Assuming that
At is small and

Af =g, (14)
we have Eq. (1) expressed as
Jo(X,1)
=L g -

&
+@e(¥ij' (15)

fo(x+eu8,t +6) —

gh
Ctx_z[zh(x + eag) - Zh(X)]
e

Taking a Taylor expansion to the first term on the left-hand
side of the above equation in time and space at point (X,#)
leads to

d (0 3\ 0
<at+eaja )fot (8[+ C{Ja ) fot+ (8 )
(16)

According to the Chapman-Enskog procedure, f, can be
expanded around £,

fo= £ +ef) + 2 17 + 0(). (17)

The second term on the right-hand side of Eq. (15) can also be
expressed via the Taylor expansion,

Ca et (e, 2
e 2
2\ar Y ax;

8Zb 82 82Zb 3
wj—— + —e€gitoyj —— | + O(e7). 18
% <8e fax,- 2 Cai jaxiaxj & (18)

The centered scheme [7] is used for the force term Fj,
Fj = Fj(x+ eqe.t + 1¢), (19)

which can again be written, via a Taylor expansion, as

1 1
Fj<x+ Eeas,t—i—ie) =F;+ 2<—+em
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After inserting Egs. (16), (17), (18), and (20) into Eq. (15),
equating the coefficients of £° and ¢ leads to

0= fo (21)

9 9 ) ghey; 3z, ey F;
9 O N o - _Ja o 8he 0% | il
<8t + caj ij)fa T ‘e dx; + 6e?
(22)

Applying the exact solution of u = 0 and & + z;, = const for
the water at rest to Eq. (22) yields

] £ gheyi 075
— (e, fOy = _Je o ST 20 23
ax; (€ 12”) T ‘et dx; @3)
Multiplying the above equation by e,; gives
ad eqi £V ghegyieqi 0zp
 Tegie: 0) _ _teiJa _Ca i a]_. 24
dx; [eareas 137 T €2 dx; 24)

As van Thang et al. [11] analytically show that £"% = 0 for
a stationary flow over a 1D nonflat bed, we may also assume
that £V can be treated as zero in the 2D case for the following
analysis, leading to

gheozieaj BZb
— ——

, 25
e?  dx; (25)

0
o1 —
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ax] [ artoj th ]

which generates little error in the simulation as its accumula-
tive first momentum has no effect on the macroscopic equation
due t0 Y ey £ = 0. Substitution of Eq. (5) into the above
provides

8

8 gheaieaj aZb
e2 '

A
¢ e?  dx;

—(egieqjh?) = —C, (26)
8Xj ’

If we choose

2A, a=1,3,57,
Cy =2Ay = 27
2B, «a=2,4,6,8,
which automatically satisfies the condition (12), Eq. (26) can
be written as
0
Z(h+2) =0, (28)

2)\aeaieaj 3
Xj

which holds true due to the exact solution of 4 + Z;, = const
for the water at rest. Thus Eq. (27) is the correct link between
C, and A, to retain an accurate solution in the eLABSWE.

As the dropped small term £ in the above derivation has
no effect on the accumulative mass and momentum, such a
relationship ensures that the A property is exactly satisfied in
the recovered flow equations at the macroscopic level. In the
standard local equilibrium distribution function (13) for the
shallow-water equations, we have

A=1/6, «o=1,3,5]7,
o = 29)
B=1/24, o =2,4,68;
and hence Eq. (27) is applied to determine C, as
C = 2A=1/3, «a=135,7, (30)
“T|2B=1/12, «=24,6,8

for accurate solutions to shallow-water flows over uneven beds.

PHYSICAL REVIEW E 88, 023302 (2013)

bo 0.15 T T T T T T T T T ]
~> 041 L A=B=112 o ]
S A=1/6,B=1/24 1
+  0.05 Analytical solution -------
N:H Cy#2h, -

O -
2 005 F E
=} ]
,bJ)'O _0 1 1 1 1 1 1 1 1 1 1

.—200 -160 -120 -80 -40 0 40 80 120 160 200
Va2 +y? (m)

FIG. 1. Comparison of the resultant velocities along cross-section
A-A with the slip boundary condition (see Fig. 2) and U, =
0.129m/s, s = u, + u,.

It must be pointed that (a) if the condition (27) is violated,
e.g., C, = 1/6 with A, given by Eq. (29), i.e., Cy # 2X,,
the lattice Boltzmann equation (1) can still recover the correct
macroscopic shallow-water equations (10) and (11), but it fails
to generate accurate solutions to 2D shallow-water flows over
uneven beds due to the fact that it does not satisfy the N
property, which is further confirmed by the following numer-
ical tests; and (b) in the original eELABSWE or the centered
scheme, C, = 1/6 [7], which can produce accurate solutions
only on the condition that A = B = 1/12, or A, is defined as

N _{A=1/12, a=13,57,

31
B=1/12, «a=24,6,8, G

which satisfies the condition (27) and is again supported by
the following numerical tests, indicating that the eLABSWE
or the centered scheme is just one special case of many
combinations using Egs. (6) and (27).

To verify the described scheme, three numerical tests
are presented, where the SI units are used for the physical
variables. Additionally, / is determined using the following
semi-implicit form:

h = 0.5[h(X + e, At,1) + h(x,1)], (32)

which is simple and demonstrated to produce accurate solu-
tions in the eELABSWE [12]. First of all, a 2D stationary case is

PR —
B

FIG. 2. Correct flow pattern when C,, = 2.
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FIG. 3. Wrong flow pattern when C, # 2A,.

considered in a circular basin with bed topography described
using the still water depth H with the coordinate origin at the
basin center,

(33)

AR
Hon =137 V27 364

1.3\2 2
which is the same basin used by Rogers et al. [17] and
Zhou [18]; the bed level can be determined as z,(x,y) =
H(0,0) — H(x,y). This case is used to examine if the proposed
scheme satisfies the N property. 200 x 200 lattices are used
together with Ax =2, At = 0.2, and 7 = 1.3 in simulations.
The bounce-back scheme is used for the no-slip boundary
condition at the basin boundary. We have tested this case using
the two sets of coefficients A, given by Egs. (29) and (31).
Using C, defined by Eq. (27), the simulation shows that the
numerical results remain an exact stationary state with machine
accuracy for any running period, confirming that the scheme
satisfies the N property [7]. The solution is independent of the
choices of the coefficient A, as long as the conditions (6) and
(27) are satisfied. However, if C, = 1/61s used for A,, given by
Eq. (29) for this test, it turns out that the model produces results
ata maximum artificial velocity of 0.0026 m/s, failing to retain
the exact solution to this 2D water at rest because it violates
the condition (27), i.e., it does not satisfy the N property.
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FIG. 4. Comparison of the resultant velocities along cross-section
A-A with the no-slip boundary condition (see Fig. 2) and Uy =
0.129m/s, s = u, + u,.
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FIG. 5. (Color online) Correct velocity u, distribution when
Cy = 2.

Secondly, we consider a wind-driven circulation in the same
lake defined by Eq. (33). This may generate a complex flow
phenomenon [19]. The wind shear stress may generally be
defined as

Ty = pacwuip (34)

in which p, = 1.293 kg/m?, u,, is the wind speed, and C,, =
0.0026. For this test, a uniform wind speed of u,, =5 m/s
blows from the southwest to the northeast and the components
of the wind shear stress are

(Twx Twy) = rw(cos %, sin %) 35)

According to the theoretical analysis [19], the steady flow con-
sists of two relatively strong counterrotating gyres with flow in
the deeper water against the direction of the wind, exhibiting
a complex flow phenomenon. In the numerical simulation, the
same computational parameters as those for the stationary test
together with slip and no-slip boundary conditions are used.
For the slip boundary condition, the elastic-collision scheme
is used [7]. Again, Egs. (29) and (31) are used for A, together
with Eq. (27) for C,. After the steady solutions are obtained,
the comparisons of the normalized resultant velocities at cross
section A-A with each other are depicted in Fig. 1, indicating
that both generate the same results, which are further compared
to the analytical solution in the same plot, demonstrating
similar accuracy to that reported in the literature [17,18].
The flow field is plotted in Fig. 2, showing the correct flow
pattern. Despite the comparable results, there is a discrepancy
between the numerical predictions and the analytical solution.
This is due to the fact that (a) the assumptions of both the
rigid-lid approximation for the water surface and a parabolic

1000
800

Uy (m/s)

100°

FIG. 6. (Color online) Correct velocity u, distribution when
Cy =2A,.
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FIG. 7. (Color online) Wrong velocity u, distribution when
Cy # 2.

distribution for the eddy viscosity were used in the analytical
solution, and (b) the effect of turbulence on flow is not
taken into account in the numerical computations. Similarly,
if C, = 1/6 is used with the A, value given by Eq. (29), the
model yields an inaccurate solution as compared in Fig. 1
and also shows a wrong flow pattern as plotted in Fig. 3
because of C, # 2A,. This confirms that any combination
of the coefficients C, and X, satisfying both Eqgs. (6) and
(27) will generate the right numerical solutions. The results
using no-slip boundary conditions are also compared with the
analytical solution in Fig. 4, from which it is clearly seen that
a large difference exists in the vicinity of the boundary as it is
contradictory to the use of the slip boundary condition in the
analytical solution.

Finally, a steady shallow-water flow over a 2D hump is
investigated. The 2D hump is defined as

(x,y) = {lﬂ(x,Y) if (x,y) € Q, a6

0 otherwise,

where © = [300,500] x [400,600] and

o (mx=300)\ ., (7(y—400)
Y(x,y) = sin <—200 ) sin (—200 > 37

The flow conditions are as follows: discharge per unit width
is ¢ = 10 m?/s, water depth is 7 =10 m at the outflow
boundary, and the channel is 1000 m long and 1000 m wide.
This is the same test as that used by researchers in validation
of numerical methods [20-22] for sediment transport under
shallow-water flows. Here only steady flow over the fixed
bed without sediment transport is simulated, as prediction of
correct flow plays an essential role in the determination of
bed evolution, and hence it is a suitable test for the proposed
scheme. We use 200 x 200 lattices together with Ax = 5 and
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FIG. 8. (Color online) Wrong velocity u, distribution when
Cy # 2Xq.

At = 0.1. After the steady solutions are obtained, the results
using the same two sets of C, and A, as those in the previous
tests are presented. The velocities u, and u, are shown in
Figs. 5 and 6, respectively, demonstrating the right velocity
distributions in good agreement with those obtained using
high-resolution Godunov-type numerical methods [20-22].
For comparison, we also run this case using C, = 1/6 for
Ao given by Eq. (29). The velocities u, and u, are shown in
Figs. 7 and 8, demonstrating the wrong velocity distributions
over the top of the hump, which are very different from the
correct velocity distributions.

In conclusion, an internal correct link between the co-
efficient for the bed elevation C, and that for the water
depth in the local equilibrium distribution function A, is
discovered through the individual Chapman-Enskog analysis.
This changes the way of applying the Chapman-Enskog
analysis to formulating an accurate lattice Boltzmann scheme
for a physical phenomena, i.e., the right individual formulation
for each lattice direction based on a special case can result in
an accurate solution at the macroscopic level. On the other
hand, an LBM that recoveries the correct macroscopic flow
equations may not produce accurate results, which has been
confirmed in the present research. The descried relationship
provides an accurate scheme to represent the bed topography
as anonflow parameter in the eELABSWE. Numerical tests have
demonstrated that C, = 2\, in the eLABSWE can ensure
accurate solutions, making it an ideal model for simulating
complex shallow-water flows in practice.
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