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Synchronization of rigid microrotors by time-dependent hydrodynamic interactions
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We investigate the emergent dynamical behavior of hydrodynamically coupled microrotors. The two rotors
are confined in a plane and move along circles driven by active forces. The three-dimensional fluid is described
by the linearized, time-dependent Navier-Stokes equations instead of the usually adopted Stokes equations. We

demonstrate that time-dependent hydrodynamic interactions lead to synchronization of the rotational motion.
The time dependence of the phase difference between the rotors is determined and synchronization times
are extracted for various external torques and rotor separations by solving the underlaying integrodifferential
equations numerically. In addition, an analytical expression is provided for the synchronization time.
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I. INTRODUCTION

Synchronization is a common phenomenon in nonlinear
systems and consequently is omnipresent in nature and techni-
cal applications. The phenomenon appears at all length scales
from atoms to macroscopic bodies [1,2]. On the microscale,
synchronization is fundamental for the motility of microswim-
mers which exploit flagella for their propulsion, such as
spermatozoa, bacteria, protozoa, or algae [3]. Consequently,
various concepts for microscopic synchronization have been
developed and suggested. The synchronized beating of nearby
swimming spermatozoa was first modeled and analyzed in Ref.
[4]. This study suggests that hydrodynamic interactions lead
to synchronization, an aspect which has received considerable
theoretical [5—15] and experimental [16-21] attention since
then. However, synchronization is not easily achieved for
low Reynolds-number fluids, which are described by Stokes
equations [22]. The presence of kinematic reversibility of the
swimmer motion combined with swimmer symmetries may
prevent synchronization [5,6,11]. This fundamental limitation
can be overcome by implementation of a system flexibility
[6,17,23-25] or by specific, nonreversible driving forces [13].
Alternatively, synchronization of beating flagella, e.g., of
Chlamydomonas, could also be achieved nonhydrodynam-
ically. As discussed in Ref. [26] flagella synchronization
follows from hydrodynamic friction forces, which couple the
flagellar oscillations via movement of the swimmer (see also
Ref. [27]).

Theoretical studies typically adopt the solution of the
Stokes equations to describe the hydrodynamic interactions
between active objects [5,6,8—11,13—15]. Here, the inertial
forces in the Navier-Stokes equations are assumed to be
small compared to viscous forces and are therefore neglected.
This is certainly justified for the nonlinear advective term
[3,22], but it is less evident for the time derivative of the
velocity (temporal acceleration), since the latter renders the
resulting equations irreversible. Hence, we expect the time
derivative of the velocity to affect the dynamical behavior of
hydrodynamically coupled active objects with corresponding
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irreversible dynamics, which may lead to their synchronized
motion. A strong influence of the temporal acceleration term
on the fluid structure has been demonstrated for other fluid
systems, e.g., in Ref. [28] it has been shown that reversibly and
periodically driven systems can respond with an irreversible
flow field.

In this article, we study the emergent dynamical properties
of two hydrodynamically coupled circular rotors. Rigid-body
rotors are model systems to study hydrodynamic interactions
and synchronization between flagella or cilia [8,9,13]. Due
to their high symmetry and reversible dynamics, such rotors
belong to the general class of systems, where additional
measures have to be taken to achieve synchronization, despite
strong hydrodynamic interactions, provided that they are
described by Stokes equations [6,13,17,23]. As an extension,
we take into account the time dependence of the hydrody-
namic interactions. We demonstrate that the presence of the
temporal acceleration term leads to synchronization of the
rotor dynamics. Hence, our studies provide a counterexample
to the paradigm that highly symmetric systems at low Reynolds
number require additional measures to achieve a synchronized
motion.

II. MODEL

We adopt the rotor model of Ref. [8]: Two beads of radius
a move along circles of radius R, each driven by an active
force F; (cf. Fig. 1). The two circles are centered at r? =
(=1)(d/2)e, (i = 1,2), where e, is the unit vector along the
x axis and d the center-to-center distance, and both beads are
confined in the xy plane. The trajectories of the bead centers
can be expressed as

ri(t) = r{ + [R cos ¢;(t), R sin ¢;(1),01", 1)
in terms of the phase angles ¢; (). The driving forces
Fi(t) = Ft;(1) 2)

are of equal magnitude and point along the tangents #;(¢) of
the trajectories, where

t:(t) = [—sing; (1), cos ¢; (1),01” . 3)
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FIG. 1. (Color online) Model system [8]: Two beads move along
fixed circular trajectories, each driven by a constant tangential
force F.

The beads are immersed in an incompressible fluid, which is
described by the linearized Navier-Stokes equations

pg—?z—Vp+nAv+f, V.v=0, ()
i.e., we neglect the convective acceleration term. v(r,t) is the
fluid velocity field at the point r in space and time ¢, p its
density, p(r,t) is the pressure, n the viscosity, and f(r,t)
a volume force acting on the fluid. Taking as characteristic
values d & R ~ 1 um and the rotation frequency w ~ 100/s,
corresponding to micrometer size swimmers [3,19,29], the
Reynolds number becomes Re ~ 10~* in water. Hence, the
convective acceleration term can well be neglected compared
to the viscous term. We retain the term pdv/d¢, because we
are interested in effects due to the broken time reversibility of
Eq. (4).
The solution of the linear equations (4) can be expressed in
terms of the hydrodynamic tensor Q(r,t) as [30-32]

v(r,t):/ d%// ' Qr—r' i — ) f(r' 1), (5
R3 0

with the Cartesian components

Qup(r,t) = |:A(r )8up — B(r,1) a’ﬂ} ©)
a,B € {x,y,z},r = |r|, and [30]
A(r,t) = <1 + 2_> Frt) — g(r t)
B(r,t) = (1 + _) fri 3g(g,t)’

) (7N
(r,t) = ; exp (_r_)
f (4mvt)d/2 4vt )’

1
g(rt) = —erf(
4r

;
«/4\)t) ‘
Imposing no-slip boundary conditions on the surfaces S; of

the solid spherical beads, the equations of motion of the rotors
are [22]

o L d? t 8
P = 4712?{ ro(r,t). ®)

In the limit of a/R < 1, i.e, pointlike particles, the inte-
gration over a bead surface can be performed and Egs. (8)
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Fi(t) = —F (t)+2f dt' Qri(t) — r (1), — 1) F (1.
J# )

Here, we assume that the drag force F f’ on a particle is balanced
by the driving force F;, which implies F fl + F; =0,i.e., bead
inertia is neglected. The first term on the right hand side of
Eq. (9) corresponds to Stokes law, with the friction coefficient
y = 6mrna; it describes the local frictional properties of a
bead. The second term accounts for interbead hydrodynamic
interactions.

The creeping flow limit follows by assuming that r ;(¢), and
hence F ;(t), changes significantly slower than Q(r,t) with
time. With constant r; and F;, integration of Q(r,t) over
time yields, in the asymptotic limit of large ¢, the well-known
Oseen tensor and, in addition, a time-dependent correction
term which is proportional to 1/+/¢. Hence, the asymptotic
limit is reached only very slowly, which indicates a strong
influence of time-dependent hydrodynamic correlations on
the bead motion.

Using the position vectors (1) and forces (2), Egs. (9) yield
the coupled integrodifferential equations

G =w+— Z/ di'ti(r) - Qri(t) — r(t"),t — t)t;(1')
J#i (10)

for the phase angles, with the intrinsic angular frequency o =
F/(yR)=2n/T and T the rotation period. In the creeping-
flow limit, i.e., by neglecting all time-dependent correlations,
this equation turns into the equation considered in Refs. [8,13],
and synchronization of the bead rotation is not possible.

The coupled equations (10) can only be solved numer-
ically and with considerable effort due to the nonlinear
coupling. Therefore, we apply the mean-field approximation
ry(t) — ri(t') =~ de,, which strictly applies for d/R > 1.
Tests confirm that the dynamical behavior is well described
by this approximation for the parameters considered in the
following. Then, Eqs. (10) turn into

dy;
@i _ 5
dt

when we introduce the dimensionless time t = ¢/ T and the
abbreviation A = 87%a/(dx), where x = d*/(vT) is the ratio
of the viscous time scale d?/v and the rotation period 7. The
tensor Q(x,t) follows from Eq. (6) and reads as

Oup(x,7) = A(X,T)00p — B(X,T)0ux0px, (12)
with A(x,7) = d*A(d,1) and B(x,7) = d3B(d.1).

3A [F , , ,
n+7/ dt't,(0) - QUx.t — (@), (11)
0

III. SYNCHRONIZATION: NUMERICAL
AND ANALYTICAL SOLUTIONS

A. Numerical solution for phases

The numerical solutions of Egs. (10) and (11) are obtained
by a combination of Euler’s integration scheme and the
trapezoidal rule [33]. The time dependence of the deviatoric
phases Ag; = ¢; — 2wt is depicted in Fig. 2. The initial phase
difference 77 /2 clearly vanishes in the asymptotic limit of large
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FIG. 2. (Color online) Deviatoric phases Ag;(t) =
for the parameters A =
difference 7 /2.

@ —2nt
10* and x = 1073, and the initial phase

times. Hence, hydrodynamic correlations lead to synchro-
nization of the rotational motion. Interestingly, the deviatoric
phases increase with increasing time. Hence, hydrodynamic
interactions lead to a faster increase of the ¢; than Stokes fric-
tion alone. As an example, the time derivative of Ag; is shown
in Fig. 3. It clearly increases with time due to hydrodynamic
interactions. Such an increase is already predicted by the solu-
tion of the rotor equations based on Stokes equation [13,14,34],
where the average angular velocity can be easily computed as

i = 14890 4 sin( F 1y 2a
(§0i>—<yR |:1+8d(1+sm (%)):|> R |:1+8d]
(13)

This corresponds to a relative increase of Ag; = 9a/8d
in angular velocity. However, hydrodynamic correlations
yield a somewhat lower asymptotic value. By fast Fourier
transformation (FFT), we obtain an average value for Ag;,
which is approximately 6% smaller for the parameters of
Fig. 3. Qualitatively, the high frequency oscillations of Ag,
(Fig. 3) can be traced back to the sine-square term in Eq. (13).
However, for Eq. (11), the actual term is somewhat more
complicated [cf. Eq. (14)].
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FIG. 3. (Color online) Frequency of the deviatoric phase Ag; for

= 10* and x = 1073. The blue solid line is the asymptotic average
frequency. The red dashed line represents the result of Eq. (13), which
is about 6% larger.
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FIG. 4. (Color online) Phase differences A(t) = ¢i(7) — ¢2(7)
for the initial conditions A(0) =, 37 /4, 7w /2, and /4 (top
to bottom), x =6.25 x 107%, A =5 x 10°, and d/R = 2.5. The
dashed lines are numerical solutions of Eqgs. (10) and the solid lines
are the solutions of Egs. (11). Note that A(0) = 7 is an unstable fixed
point.

Figure 4 presents numerical solutions for the phase dif-
ferences A(t) = ¢1(t) — ¢2(tr) of both Egs. (10) and the
mean-field anisotropic equations (11). The two solutions agree
very well and are hardly distinguishable in the representation
of Fig. 4. Asis already evident from Fig. 2, the phase difference
vanishes for long times and the rotors exhibit a synchronized
rotational motion with zero phase difference.

B. Analytical approximation

In order to characterize the asymptotic exponential decay
of the phase difference (cf. Fig. 4), we derive an approximate
analytical solution of Eq. (11). With the tangent vectors (3),
Egs. (11) become

do; ’
d(i =27 +—Z/ [(A——) cos[gi(t) — ¢;(7)]
J#i

B
+ 7 cos[g;(7) + Gﬂj(fl)]] ; (14)

where A = A(x,7 — t/)and B = B(x,7 — t’). The nonlinear
coupling between the phases ¢; via the cosine is reminiscent of
the sine coupling in the Kuramoto model [35,36]. However, in
our model the interaction is retarded; ¢(t) couples to @,(t’)
for 0 < 7’ < t and vice versa.

Using trigonometric identities and the definition o(7) =
A@(t) + Agy(T), we obtain the equation of motion for the
phase difference

9 = [Cav[a- D (A5 A
dt 0 2

X sin (271(7 )+ o(r)— o'(.[/)>

[ dr/g sin (A(f) — Al )>

o(1) + o(t/ ))

« sin (zm )4 (15)
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Here, we already see that A(t) =0, ¢ > 0, is a solution of
the equation, and hence a fixed point. To derive an analytical
solution, we will apply the following approximations. (i) The
hydrodynamic functions A(x,t)and B(x,t)are peaked att &
x < 1, hence, we set A(t") ~ A(t) and o(t’) = o(t). Note
that a similar approximation is applied in the creeping-flow
approximation of Eq. (5), when f(#',t") is replaced by f(r’,1),
which leads to the Stokes solution after time integration from
0 to co. Here, we only replace t’ by 7 for the slowly varying
functions o and A, but not for sin[27 (t — )]. (ii) We consider
the case 0 < A(0) « 1 and assume that A(t) will stay small,
which allows us to linearize the equations of motion in A(7).
(iii) We approximate A — B/2 by its leading order term for
x/T < 1, whichis justified, since we are interested in the time
range T > . This leads to the separable linear differential
equation

d T X\
—A(r) = —ZA/ dr’(—) sinrt)A(r). (16)
dt 0 4t

Interestingly, Eq. (16) is also obtained, when the anisotropic
tensor Q(r,t) in Eq. (10) is replaced by its isotropic average
(Qup) =2f(r,t)/(3p)34p and the same approximations are
applied.

The solution of Eq. (16) is

A(t) = A(0)exp (- / rs(r’)ldr’) , (17)
0

with the abbreviation
1

z 3/2 -
() = [21\ / dz’(i> sin(zm/)] . (8)
0 4rt

In the long-time limit T — oo, the integral in Eq. (18) can
be evaluated and the phase difference exhibits the exponential
decay exp (—1/t,) with the synchronization time

_ Var _ T /a?

T A2 T 4min

T (19)

Evidently, the differences A(r) decay with increasing
time 7 for all initial values A(0), except for A(0) = 7 (cf.
Fig. 4). Similar to the derivation of Egs. (15) and (16), it
can be shown that A(0) = 7 corresponds to an unstable fixed
point; without perturbation, the rotors are phase locked and
move synchronously. Moreover, our numerical calculations
consistently confirm that A(0) =0 is a stable fixed point.
Above an initial-condition-dependent time 7y, A(t) decays
exponentially, as predicted by the analytical solution (17).
Hence, the time-dependent hydrodynamic coupling leads to
a synchronized rotation of the two rotors.

C. Synchronization time

The synchronization time depends on the parameters x
and A. For an estimation of suitable values for x and A,
we adopt characteristic values for E. coli flagella [37] and the
kinematic viscosity of water, i.e., wesetd /R ~ 2.5,d /a =~ 50,
and T ~ 1072 s, which yields x ~ 10~* and A ~ 10*. Hence,
we consider the ranges x = 1072-10* and A = 10>-10*.
In order to extract the synchronization time t; from the
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FIG. 5. (Color online) Synchronization times t, for the

parameters A = 102, 3.16 x 102, 10°, 3.16 x 103, and 10* (top to
bottom). The bullets are the synchronization times extracted from
the numerically obtained A(7) by a fit of an exponential function for
T > 19 (cf. Fig. 4), where 7 is the time where the exponential decay
starts. The solid lines are the theoretically expected values according
to Eq. (19).

numerically determined phase differences, we fit A(tr) by
an exponential function for sufficiently long times t > 1.
The corresponding results are presented in Fig. 5. Evidently,
the analytical prediction (19) closely follows the numerical
values.

A large range of synchronization times is covered by
the parameters of Fig. 5. Since 7, = ¢,/ T, several thousand
rotational periods are required to achieve synchronization
for small x and A. However, by an appropriate choice of
these values, synchronization is possible within a few tens of
rotations only. Using x =4 x 1073, i.e., the rotation period
is very small compared to the viscous time, and A = 300,
which corresponds to a/d = 0.02, the synchronization time is
7, = 50.

IV. SUMMARY

We have used a simple model to demonstrate that time-
dependent hydrodynamic interactions alone can lead to a
synchronized motion of two rotors. An initial phase dif-
ference decays exponentially above a certain time, with
a characteristic time, which, in the limit ¥ < 1, depends
only on the ratio of the rotation period and the viscous
time a?/v for momentum diffusion over the bead radius a.
Thermal fluctuations influence the synchronization behavior
of the rotors. Unfortunately, such fluctuations cannot be
easily incorporated in an analytical theory, because the
description in terms of generalized coordinates leads to
multiplicative noise terms. However, we have performed
computer simulations employing the multiparticle collision
dynamics (MPC) method [38—40], which naturally includes
thermal fluctuations. These simulations yield average phase
differences which quantitatively agree with those obtained by
the solutions of Egs. (10). Hence, synchronization is stable
with respect to thermal fluctuations. This emphasizes the rel-
evance of the time dependence of hydrodynamic interactions
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on the emergent dynamical behavior of driven microscopic
objects.

In general, various mechanisms lead to flagella synchro-
nization of microswimmers such as E. coli or Chlamydomonas,
as discussed in the Introduction. Thereby, synchronization is
likely due to a mixture of the various processes. However,
hydrodynamic interactions clearly play a prominent role.
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