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Dynamics of multiphase systems with complex microstructure. I. Development of the governing

equations through nonequilibrium thermodynamics
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In this paper we present a general model for the dynamic behavior of multiphase systems in which the
bulk phases and interfaces have a complex microstructure (for example, immiscible polymer blends with added
compatibilizers, or polymer stabilized emulsions with thickening agents dispersed in the continuous phase).
The model is developed in the context of the GENERIC framework (general equation for the nonequilibrium
reversible irreversible coupling). We incorporate scalar and tensorial structural variables in the set of independent
bulk and surface excess variables, and these structural variables allow us to link the highly nonlinear rheological
response typically observed in complex multiphase systems, directly to the time evolution of the microstructure
of the bulk phases and phase interfaces. We present a general form of the Poisson and dissipative brackets for
the chosen set of bulk and surface excess variables, and show that to satisfy the entropy degeneracy property, we
need to add several contributions to the moving interface normal transfer term, involving the tensorial bulk and
interfacial structural variables. We present the full set of balance equations, constitutive equations, and boundary
conditions for the calculation of the time evolution of the bulk and interfacial variables, and this general set of

equations can be used to develop specific models for a wide range of complex multiphase systems.
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I. INTRODUCTION

Immiscible polymer blends with added compatibilizers,
dispersions of anisotropic particles in the two-phase co-
existence regime, and polymer or particle stabilized oil-
in-water emulsions with thickening agents added to the
aqueous phase are typical examples of multiphase systems
in which both the bulk phases and interfaces have a complex
microstructure. These complex systems tend to have highly
nonlinear responses to deformations, even when departures
from equilibrium are relatively small [1]. Deformations induce
changes in the microstructure of the bulk phases and interfaces,
and as a result, the bulk and surface rheological properties
depend strongly on the degree of deformation. Since these
systems tend to have high surface to volume ratios, the surface
rheological properties have a significant effect on the overall
dynamics, and need to be accounted for when constructing
models for the dynamics of these systems [1]. Currently there
are very few models available describing nonlinear stress
deformation behavior of interfaces [1-8], and those that exist
are generally valid only for small departures from equilibrium
[1,4,6,8].

The GENERIC framework (general equation for the non-
equilibrium reversible irreversible coupling) is an ideal tool
to develop continuum models for the dynamics of complex
multiphase systems. This framework derives all time evolution
equations and boundary conditions of a system from a single
equation [9—11], which contains all reversible and irreversible
contributions to the overall dynamics of a system. An im-
portant advantage of the GENERIC framework compared to
other nonequilibrium thermodynamic frameworks is that it is
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relatively straightforward to construct nonlinear constitutive
equations for the fluxes in a system, which are valid also far
from equilibrium [9-11].

Recently, the GENERIC framework was extended to simple
multiphase systems, with inviscid interfaces, in the context of
bubble growth by exsolution of a volatile component from
a solution [12]. Sagis extended this formalism to systems
with simple viscous interfaces [13], and multiphase systems
with viscoelastic interfaces with a complex microstructure
[14]. In the latter study the effect of the microstructure on
macroscopic dynamics was incorporated by including bulk and
surface excess structural variables in the set of independent
system variables. The microstructure of the bulk phase was
incorporated through a single scalar density I and a single
tensorial density C [14]. The scalar density can be a local
colloidal particle density, a local polymer segment density,
or a local degree of stretching of segments (multiplied by
the segment density). The tensorial density can for example
describe the orientation of anisotropic colloidal particles or
polymer segments. The effect of the microstructure of the
interface on macroscopic dynamics was incorporated through a
surface scalar excess density I'* and a tangential surface tensor
density C* [14]. Examples of the former are the surface excess
density of adsorbed colloidal particles or adsorbed polymer
segments. The latter may represent the (in-plane) orientation
of adsorbed anisotropic particles, or (in-plane) orientation of
adsorbed polymer segments.

In this paper we will present a number of important
improvements of the model presented by Sagis [14], which
significantly extends the type of practical multiphase systems
we can describe with this model. For the sake of simplicity,
the tensorial surface variable in [14] was restricted to the
class of tangential surface tensors [2], i.e., tensors of the
form K = Kaﬂa"‘aﬁ , where a* (¢ = 1,2), are the tangential
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dual basis vectors for the interface [2]. The first modification
we introduce here is to eliminate this restriction, and allow
these tensors to be general surface tensors (with components
perpendicular to the interface). When anisotropic particles or
polymers are adsorbed at an interface at low concentrations
their orientations tend to remain parallel to the interface, and
the orientation can be described adequately with a tangential
surface tensor field. But at high concentrations the long axis
of colloidal particles may also be oriented perpendicular
to the interface. Similarly, when polymers adsorb at high
concentrations, parts of the chain may form loops and dangling
ends, and segments in those parts have an orientation which
is no longer purely parallel to the interface. Tangential surface
tensors are then no longer sufficient to describe the orientation,
and we must assume that the surface tensorial structural
variables belong to the class of general surface tensors. With
respect to a basis formed by the tangential surface dual basis
vectors, and the unit normal vector &, these tensors take the
form

K = Kypa*a” + K,:a"E + K 6a® + Ki:EE. 1)

Removing the restriction to tangential surface tensor may seem
a rather trivial extension of the model. But we will show that
allowing the surface tensorial variables to belong to the class
of general surface tensors requires us to introduce several ad-
ditional contributions to the GENERIC to satisfy conservation
of momentum and the entropy degeneracy property. These
contributions are all part of a term referred to as the moving
i.r.lterface normal transfer term, or MINT term, introduced by
Ottinger et al. [12] in their study of inviscid interfaces. For
interfaces with a complex microstructure the MINT bracket
contains several additional terms, and the meaning of these
terms will be discussed.

Another substantial improvement over the model presented
in [14] involves a modification of the dissipative bracket, in
particular the parts describing the transfer of mass, momentum,
energy, and the structural variables, between the bulk phases
and interfaces. In [14] the transfer of the scalar and tensorial
densities is described by two separate terms. In the version
presented here we have introduced a coupling between the
transfer of these two variables. When anisotropic particles
are adsorbing at an interface, this adsorption is likely to be
affected by the orientation of the particles in the immediate
neighborhood of the interface. Before a particle can adsorb it
may have to rotate into a preferred orientation (for example,
completely parallel to the interface in a low density scenario,
or completely perpendicular to the interface, when surface
loadings are high). So the scalar structural variable (in this case
a particle density) is affected by the tensorial variable, and vice
versa. The coupling introduced in our new model allows for
such an interaction between transfer of the structural variables
from bulk to interface.

Apart from these extensions, the new model also fixes two
minor inconsistencies in the model presented in [14]. In the
latter model the surface tensorial variable was chosen to be
a tensorial density. However the contributions to the Poisson
bracket describing the reversible processes associated with this
variable are more appropriate for a tensor, rather than a tensor
density. For tensor densities these contributions may not satisfy
the Jacobi identity [11], which means that the time evolution
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equations for the tensor obtained from this formulation may not
satisfy time-structure invariance. To fix this problem the new
model introduces the tensorial variables as true tensors, and not
tensor densities. We have also modified the terms describing
the effect of the microstructure on the hydrostatic pressure.
The form chosen in [14] is appropriate for single phase systems
[11], but for multiphase systems it may also violate the Jacobi
identity. The form introduced in Sec. III of this paper does
satisfy this identity, and guarantees time-structure invariance
of the resulting time evolution equations.

This paper is structured as follows: in Sec. II we discuss
the specific details of our model. We introduce the set of
independent system variables, and present the expressions for
the Hamiltonian and total entropy of our multiphase system. In
Sec. III we present the specific forms of the Poisson bracket and
MINT term, and in Sec. IV we discuss the dissipative bracket
for the given set of system variables. In Sec. V we discuss the
degeneracy requirement for the entropy, and the restrictions
this requirement puts on the microstructural contributions to
the hydrostatic pressure and surface tension. In Sec. VI we
extract the time evolution equations for the set of system
variables from the GENERIC.

II. PROBLEM STATEMENT

The system we aim to describe is a multiphase system in
which both the bulk phases and the interfaces are a mixture of
low molecular weight components (dissolved on a molecular
level), and macro- or supramolecular structures, such as
rodlike or ellipsoidal colloidal particles, or (liquid crystalline)
polymers. We will assume that the set of independent bulk and
surface excess variables describing the dynamics of the system
is given by

{P,m,U*,P(l), ce 7P(N—1),1:,C,/0s,ms,l_/s*,

pgl)s ""pngl)vl_ﬂiyvcs}' (2)

Here p is the density in the bulk phase, m is the bulk momentum
density, equal to pv, v is the bulk velocity field, U* is the
internal energy per unit volume of the bulk phase, and p(,) is
the density of species J (J = 1,...,N — 1) in the bulk. In the
remainder of this paper we will assume that U* can be split
in a nonconfigurational contribution U, and a configurational
contribution U,. The variable p* represents the surface mass
density (kg/m?), m* = p*v* is the surface momentum density,
v* is the surface velocity field, U** is the internal energy
per unit area of the interface, and pf;, is the surface density
of species J in the interface. Similar to the splitting of the
bulk internal energy, we will assume that U** = U’ + U¢,
where U* and U J are, respectively, the nonconfigurational and
configurational contributions to the surface internal energy per
unit area. I is a scalar density describing the microstructure
of the bulk phases (for example, a local segment density, or
a local particle density), and C is a symmetric second order
tensor (for example a segment or particle orientation tensor).
The microstructure of the interfaces is described by a scalar
density T'* and a symmetric surface tensor C*. Note that all
system variables are densities, except for C and C*. In case
the microstructure is more appropriately described by a tensor
density, C, we can simply choose C = C/p. For the sake of
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FIG. 1. (Color online) Density profile in the immediate neighbor-
hood of a phase interface. The dividing surface is initially located at
z = 0 and then displaced over a distance .

simplicity we have assumed that the microstructure of the
bulk phases and the interfaces can both be described by a
single scalar and a single tensorial structural variable. The
generalization to systems described by multiple scalars or
tensors is straightforward.

Note that in (2) we have chosen the number of surface
variables to be equal to the number of bulk variables. Applying
Gibbs’ phase rule the state of the interface appears to be
overspecified by one variable for our chosen set of interfacial
variables. Moreover there is a certain degree of ambiguity
associated with some of the interfacial variables we have
chosen, in the sense that they are very sensitive to the choice for
the location of the dividing surface (which we have so
far not specified). Surface excess variables, like the surface
mass density p°, arise naturally in the description of mul-
tiphase materials when interfacial regions are modeled as
two-dimensional dividing surfaces, placed sensibly within
the interfacial region. Bulk properties are extrapolated up to
the dividing surface, and the difference between the actual
continuously changing fields and the extrapolated ones is
accounted for by associating an excess property with the
dividing surface. This is illustrated in Fig. 1 for the density
profile across the interface of a single component system. The
surface excess density p® for such a system can be expressed
as

0 d
o' = / d(p —phdz + fo (p — p"Mdz. 3)

From its definition we see that this density is very sensitive to
the exact location of the dividing surface. If we displace the
location of the dividing surface by a small distance ¢ (Fig. 1),
we find a new value for the surface density, related to the old
value by

o = p* + (" — p". @)

We can even choose a location of the dividing surface for which
o° vanishes completely. A similar ambiguity is also observed
for the surface momentum density:

m’ =m’ + {(m' —m"). (5)
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For static single component systems the location of the
dividing surface is typically fixed by setting p* = 0, and this
choice reduces the set of interfacial variables by 1, and Gibbs’
phase rule is then satisfied. In this particular gauge m® = 0,
and from (4) and (5) we find that the surface velocity v can
be expressed as

o plvl— iyt
v = P = ol —pll (6)

which is independent of the particular choice for the location
of the interface. In a similar manner we can also construct
unambiguous variables from the other surface excess variables
defined in (2).

For multicomponent systems the choice of the dividing
surface is more subtle. When components are surface active
and preferentially accumulate at the interface, their densities
may no longer be ambiguous (in the sense that they cannot be
made to vanish by an appropriate choice of the location of the
dividing surface). For such systems we choose a gauge for the
location of the dividing surface typically by choosing p* = pZ,
(where p, is chosen such that all surface excess densities are
positive), rather than choosing p* = 0, since the latter choice
introduces negative surface mass densities. Alternatively, we
can choose one of the component densities p(;, to be equal
to 0. For static systems either choice again reduces the
set of interfacial variables by 1, and Gibbs’ phase rule is
satisfied.

For evolving interfaces we can choose a gauge only for
the reference configuration, either by choosing p°(t,) = 0,
p () = pl,, or p(s ])(t,) = 0 at some reference time ¢,. For
t >t, we must allow for p°* and the component surface
densities to change by in-plane convection and exchange with
the bulk phase, so we must retain the full set of surface excess
variables.

In our discussion of the Poisson and dissipative brackets
in the next sections we will leave the exact location of the
interface unspecified, and we will use the set of surface
variables defined in (2), in spite of the fact that in some systems
part of these variables may be ambiguous. This set produces
simpler versions of the brackets. At the end of the development
we can always transform the evolution equations obtained
for ambiguous variables to equations for their associated
unambiguous variables. So rather than using gauge invariance
as a constraint on the brackets we enforce it a posteriori on the
balance equations and boundary conditions that result from
these brackets.

In the GENERIC framework the dynamic behavior of a
multiphase system is described by a single equation of the
form [12]

i—? = {A,E} +[A,S] + {A,E}™™, (7)
where A is an observable of the system, {A, B} is the Poisson
bracket of the system, [A,B] is the dissipative bracket,
{A,B}™ is the moving interface normal transfer (MINT)
term, E is the Hamiltonian of the system, and S is the
total entropy. The Poisson bracket describes the reversible
contributions to the dynamics of the system. Its specific form
is determined by the set of system variables, and it is restricted
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by the following conditions:

{A, {B.C}} +{C, {A,B}} +{B,{C,A}} = 0. )
We see that the Poisson bracket is antisymmetric, and must
satisfy the Jacobi identity (9). The dissipative bracket describes
the irreversible contributions to the dynamics of the system,
and must satisfy the conditions

[A,B] =[B,A], (10)

[A,A] >0 an

which implies that this bracket is a symmetric positive
semidefinite bracket. The MINT term in (7) ensures struc-
tural compatibility of the GENERIC with the chain rule of
functional calculus when moving interfaces are present in the
system.

Both the bulk phases and the interfaces of the system
are assumed to have a complex microstructure, and this
microstructure generates contributions to both the Hamiltonian
and the total entropy of the system. We will assume that the
Hamiltonian and total entropy can be expressed as

2
—+4+U+ Uc(p,ﬁ%cs)] av

15
o/

S:/[S(pvlj’p(l)vsp(Nfl))_i_S‘C(pvl:‘vC)]dV
R

(ms )2
2p3

+0° + Uf(p‘v,l_“‘v,C‘Y)] dA, (12)

b I3 0t eoply ) + 5260 €A
(13)

Here S. is the configurational contribution to the entropy
per unit volume of the bulk phase, and S’j denotes the
configurational contribution to the surface entropy per unit
area. In these expressions R denotes the union of all bulk
phase domains, ¥ is the domain of the (internal) interfaces,
dV denotes an integration over volume, and d A indicates a
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surface integration. The first term in the bulk integral of (12)
describes the contribution of the kinetic energy density to the
local energy per unit volume in the bulk phase, and likewise,
the first term in the surface integral describes the contribution
of the surface kinetic energy density to the local surface energy
per unit area. In the remainder of this paper we will assume
that the configurational contributions to the entropy satisfy

S.(p,T,C) = pS.(I",0), (14)

$5(0° . T°.C%) = p* S3(1.C°), (5)

where S, represents the configurational entropy per unit mass
of the bulk phases, and Sg is the surface configurational entropy
per unit mass of the interfaces. The scalar [" equals I'/p, and
' equals T /p°.

We will assume that the separation in terms of bulk and
interfacial contributions introduced in (12) and (13) can also
be applied to the observable A in Eq. (7), which implies that
this observable can by written as

A=/adV+/a‘YdA,
R b

where a denotes the density of A in the bulk phase, and a” is
the surface density of A in the interface.

(16)

III. POISSON BRACKET AND MINT TERM

In this section we discuss the specific form of the Poisson
bracket {A, B}, and the moving interface normal transfer term,
{A,B}™int for the set of system variables introduced in (2).
For convenience we split the Poisson bracket in two parts,
according to

{A,B) ={A,B)’ +{A,BY, 7)

where {A, B}” contains the contributions to the Poisson bracket
from the bulk variables, and {A, B}® contains the contributions
from the surface excess variables. The moving interface
normal transfer term contains contributions from both bulk
and interfacial variables. The contributions from the bulk phase
variables to the Poisson bracket are given by [11]

b da ob ob doa 8b ob da
ABY=—|p[— - V———.V—=)dV—- | m- — — —.V—)avVv
R om dp 0m ap R Bm m  om
(9 b b 9 = b 3
AN z/p < i)
R om iU om =1 /R 8,0(]) Jm 8,0(1)
b b
—/<a—“.v p b _9b av — [ 122 ( 8-) _ 9 V-<n’8—?> dv
r \0m iU am om oU om aU
da db  0b da M o da\"
C:|V.|— ——:|C.|V— dv
+/R [ (acam acam)} { [ ( >] oC [ ( am)“
9 ab ab 9 9 b db _d
+f ZoA(vE2).c|l-2((vE) . cllav - / 2y 2 g%y
rl0C om aC om R om af  oam ol
da db  9b
+/G: 2 “Nav, (18)
® oF “om  oF " om
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where the scalar P’ and the second order tensor II' are
contributions to the hydrostatic pressure tensor. We will
establish the specific form of these parameters in Sec. V, when
discussing the degeneracy properties of the entropy of the
system. The tensor G is a second order tensor, describing the
coupling between the scalar structural variable and the gradient
of the velocity field, and V denotes the three-dimensional
gradient operator. The first four integrals in this expression
generate the convective terms for the overall mass density,
the momentum density, the internal energy density, and the
the species mass density p¢;y in, respectively, the overall
differential mass balance, the differential momentum balance,
the differential energy balance, and the differential species
mass balance for species J. The fifth and sixth integrals
introduce contributions of the hydrostatic pressure tensor in

‘ (da® _ ap b _ da’
{A,B}sz_//f(L.v———.Vi)dA—
g A

am*  “dp*  om*  9p’

PHYSICAL REVIEW E 88, 022149 (2013)

the differential momentum balance and differential energy
balance. Integrals seven through nine generate the convective
terms for the bulk tensorial variable, and the specific form
chosen here ensures that the time derivative in the evolution
equation for this tensor will be of an upper-convected nature.
Finally, the last two integrals introduce the convective terms
for the scalar density T in the time-evolution equation for this
variable. The most general form of the tensor G is given by

G =g C+gl+gC, (19)

where g; = g;([', 1,1, 1I3), are coefficients which depend on
[, and the three invariants of C, I; (i = 1,2,3). The specific
form of these functions is restricted by the Jacobi identity (9).

The contributions of the interfacial variables to the Poisson
bracket are given by

! da’ ab* ab* da*
m’ - +Vyg— — — - V,— |dA
5 om’* om*  Jm’ om*

/Uf LA L L A L NZI/ A T L VA W
s \om " mr T am T o0 2 [P0\ ome " apy, T ame T apy,

=1

das AN da* das ob*
+ . V - - VS Y — dA — - VS I —
om* 8US om’ aUs s om? oUs

da* _ ob° b _ 9a°
+/G“: XM v, 2 T v 2 a4,
s ot ome ars ome

where y’ and IT* represent contributions to the surface
pressure tensor. Again, the specific form of these parameters
will be established in Sec. V, when discussing the entropy
degeneracy requirement. Note that both these parameters
are curvature dependent, and this dependence can be made
explicit by introducing Helfrich type expansions [15,16] for
both parameters. This would introduce additional parameters
characterizing the bending rigidity of the interface, a property
that is often relevant in multiphase systems, such as liposomes,
phase-separated biopolymers, polymersomes, or Pickering
stabilized emulsions [17-23].

The tensor G* is a second order surface tensor, describing
the coupling with the surface scalar density I'*, with the surface
gradient of the surface velocity v*, and V; denotes the surface
gradient operator. For an arbitrary vector field h = &;e; defined
on the surface (here e; are the natural basis vectors), the surface
gradient is defined as V;h = (0h;/0y*)e;a* [2]. Here y* (« =
1,2) are the surface coordinates [2]. The tensor G*, in its most

ab [ (Hs/ )}}dA—l—/‘ CS:[VS‘
8m5 )
+/ e VabsT_abf_Cs
< | oCs *om’ aCs
W (v, 2 o dA—/f“ 0y
BC‘Y ams b)) Bm‘v

doa® ob* ab’ da’
— dA
aC* om* 9Cs om*

(vime) Jloa 156 [(vme) ]

ab* ab* da’
s = . VS - dA
ars  om’ ars

(20)

general form, is given by
G’ =g[C + gl +g3(C)7, @21

where the coefficients g7, are functions of %, and the three
invariants of C*. Again, the specific form of these functions is
restricted by the Jacobi identity (9).

The physical interpretation of the various contributions
from the surface excess variables to the Poisson bracket is
analogous to that of the terms involving their corresponding
bulk variables. So they generate the convective contributions
in the time-evolution equations for the surface variables, and
introduce the surface pressure terms in the differential surface
energy balance.

The final contribution to the reversible dynamics of the
system we need to specify is the MINT term. Ottinger
et al. showed that this bracket needs to be added to achieve
consistency between the thermodynamic evolution equation
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and the chain rule of functional calculus [12]. Here we assume that this term is given by

{A,B}mim —

Al
wAIGE ) (¢

ab* ab*
aCs om’*

ob*
om’

/.2
/E4H<am3 [CS' Y
/22H<8ms ' [Gx aa?] )

where the modified system variable a is defined by

a 0 + i +(U + P i
= —_— m. — _
Pop om 00
N—-1
_ 9 3
+f—=+) » )a (23)
or ; Yoy,
and @° equals
~5 s 8 + s 8 +(US /) a
a = m - — =
P aps om’ Yo
s, 24
+T a]’*a Zp(f)a (sJ))a 24

An overview of modified bulk and surface variables is
presented in Table I. The parameter H in (22) represents the

TABLE 1. Overview of modified bulk and surface variables,
calculated using Egs. (23) and (24).

a a
P P
m m
U U+p
P Pu)
r r
C O_
S Jﬂ+’0S +(U+P)d§ Fas‘*’ZJP(J)opm
E E+P —T, +p3“-+r3“
a’ a’
P’ P
mY mS
US Ux _ y/
P Pl
l’\v 1=\.r
C 0
Qs 58S s Qs 7S 35* 5 985
S Pﬁ"‘ps"‘(U_V)aU: ra[‘s
93¢
+ 220 P W,
- = , s 5 008 5808
E E—y—U +’03/) —I—I‘aFY

0
S 8b3 S .
[(C acs>m§‘(c -

—la - 8b5 ) E]dA f ZH((bS a’ —a*) 00" ) -&EdA
om 8mé om’
ab
_C)% : E]dA
da’* '\ ob°
acv)ﬁ
. I:CS E]) -SdA
aCs

8 N
G LD . EdA,
T

. §}dA

(22)

mean curvature of the interface, and the boldface brackets in
the first and third integral in the above expression represent
jump terms, defined by

[vel=v'e +v"g", (25)
where ¥M is the value of an arbitrary observable ¥ in bulk
phase M (M = LII), and & M is the unit vector normal to the
interface, pointing in the direction of bulk phase M.

The first two integrals in (22) are identical to the contri-
butions introduced by Ottinger et al. [12], and as mentioned
before, need to be included to obtain consistency between the
GENERIC structure and the chain rule of functional calculus.
The third and fourth integral are added to ensure that the
entropy degeneracy requirement is satisfied (we will have more
to say on this in Sec. V). The last two integrals need to be
added to ensure that the surface tensorial structural variable
is a general surface tensor. Without this contribution we can
satisfy the entropy degeneracy requirement only if we assume
this tensor is a tangential surface tensor, and as already noted
in the Introduction, in our model we do not want to limit the
structural tensors to this particular class of surface tensors.

Note that the MINT bracket in Eq. (22) is not a proper
Poisson bracket, since in a Poisson bracket the observables
appear only through derivatives. Therefore we do not expect
that this bracket satisfies the Jacobi identity. But in the
presence of moving interfaces the structure of the chain
rule of functional calculus is incompatible with the Poisson
bracket structure, so the introduction of a MINT bracket is
unavoidable [12]. Bering [24] discussed modifications of the
Poisson structure for systems with a fixed boundary, without
excess parameters associated with the boundary. The boundary
term he suggests (that actually does satisfy the Jacobi identity)
has a distinctly different form than our MINT bracket.

IV. DISSIPATIVE BRACKET

Now that we have specified the Poisson bracket and MINT
term, we will turn our attention to the dissipative bracket. For
the sake of simplicity we will split the dissipative bracket in
three contributions, according to
[A,B]" +[A,BT +[A.BY

[A,B] = (26)
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where [A,B]b contains all contributions to the dissipative
processes from the bulk variables, [A,B]° contains the_:
contributions from the surface excess variables, and [A, B]/

b _ da o
[A,B] _/ZnT[Vam DaU} |:V

da b
V— V— |dV
+/R ( aU) ( aU) *

-1

ob

9b b
= —D—_]dV—i—/an(V-
R
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describes the transfer of mass, momentum, energy, and the
structural variables between the interface and the adjoining
bulk phases. The first term in this expression is given by [11]

da _ ip29\(v. 2% _ 224y
Jm aU om aU

da ob

2 oo [~ (s Mo () v

o3 fanr () < (o) -+ () v (58l

da U,

/ da ab
o (2T,
<\l 90 ar ar

o[ o[ty o[ 2
R aC oC oU | aC

ab U,
— |dV
U or

aU. b
9C a0

Here n is the shear viscosity, 1, is the bulk viscosity, D denotes
the traceless part of the rate of deformation tensor D (equal to
%[Vv +(Vv)T]), T is the bulk temperature, A is the thermal
conductivity, D(;x, denote the components of the N x N
diffusion coefficient matrix of the multicomponent mixture,
&(yy is the thermal diffusion coefficient of J, R; is a scalar
parameter describing relaxation processes for I', R, is a fourth
order tensor field describing relaxation processes for C, Dr is
a second order tensor, quantifying the diffusion of I', and D¢ is
a sixth order tensor associated with diffusion processes for C.
The bar over the term V(da/dm) indicates we are considering
only the symmetric traceless part of this tensor.

The first two integrals in this expression introduce the
viscous stresses of the continuous phase in the differential
momentum balance, and introduce viscous dissipation terms
in the differential energy balance. Here we have assumed
Newtonian behavior for the continuous phase. The inclusions
of these terms will generate an expression for the total extra
stress tensor with two contributions: a viscous contribution
from the continuous phase, and a contribution from the

da’

__da’
[A,B]’ = / 2e,T* (VS - D' — ) : (VS
5 30"
da’®
+/8de V; -
) om’
da’
(T Vo=
4 /2 (%) ( o
N—1
+ % [a,mp|v ) -
J=17%

da*  da* 00! b*
+ -_— — = Ri -
s \ols  a0s ol o

om’ om’

—tr

abs

s
2 (v, .
90
v, dA
) (viige) aas
J=
ab v (22 L, (29 |aa
a0 o0, a0

b 8U?
—_ "< )dA
90> o>

+/ da _ 9a 90\ o (b 9630
<\3C a0 aC ) 2 \8C a0 aC
da 00, d ab a0, b
dv + /V a 1.p..v d
o |or ~ of a0 of  of o0
(27)

microstructural elements, dispersed in the continuous phase.
When the former are expected to be negligible with respect
to microstructural contributions to the stresses, these two
integrals can simply be omitted. The third integral in the
above expression describes heat conduction, and the fourth
introduces a flux term in the differential species mass bal-
ance describing diffusion driven by concentration gradients
(ordinary diffusion). The fifth integral generates a thermal
diffusion flux in the mass balance (the Soret effect, mass
diffusion driven by temperature gradients), and an additional
thermal flux in the energy balance (the Dufour effect, heat
conduction driven by gradients in concentration). Integrals six
and seven describe relaxation processes for, respectively, the
scalar and tensorial structural variables. Integrals eight and
nine introduce diffusive terms in the time evolution equations
of the structural variables, relevant only when the applied
deformations induce spatial inhomogeneities in the structural
fields.

The contributions of the surface variables to the dissipative
bracket are assumed to be given by

b’

b an
aus

ob* ob*
— trD*

om® U

N-1

s
el ) 58

ab’
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. / da* _ 9a® UL\ oo (0
s \9C* U’ 9C’ 2 \acs
9a* a0 da’

—i—/VS g T %) ipiy,
s *\3Ccs T aCs 900 :
9a* a0 da’
+/VS 2% ) ip.y,

s C\ars  Br a0¢

Here ¢ is the surface shear viscosity [1-3], ¢4 is the surface
dilatational viscosity [1-3], D is the traceless part of the
surface rate of deformation tensor D*, equal to %[P (Vv +
{(V,v9)T} - P][2], Pis the surface projection tensor [2,3], T* is
the surface temperature, A° is the surface thermal conductivity
[2,3], Df 1K) denotes the components of the surface diffusion
coefficient matrix [2,3], 61(5 7 is the surface thermal diffusion
coefficient of J [2,3], R} is a scalar describing relaxation
processes for ['* in the interface, RS is a fourth order tangential
surface tensor field describing relaxation processes for C*, Dy.
is a second order tangential tensor tensor, quantifying the dif-
fusion of I'* in the interface, and D{. is a sixth order tangential
surface tensor associated with diffusion processes for C°.

In formulating these contributions we have assumed that,
analogous to the bulk stresses, the surfaces stresses can be split
in an isotropic contribution from the interfacial continuous
phase and an anisotropic contribution from the microstructural
elements. The former is assumed to be described by the
linear Boussinesq model [25-27]. We have also accounted
for the surface equivalents of the Dufour and Soret effects,
in the description of the heat and mass fluxes. For both the
surface structural variables we have included terms describing
relaxation and diffusion of these variables.

The exact nature of the four material parameters associated
with the structural variables depends on the microstructure
of the interface. If we consider for example an interface
stabilized by anisotropic colloidal particles (an example which
we will discuss in more detail in Paper II of this sequence
of papers [28]), then T* would be the surface concentration
of particles, and C* would represent a local average of the
orientation of the particles (for example, equal to (n°n’),
where n® is a unit vector denoting the orientation of the
length axis of the particles). If such an interface is deformed
by, for example, an arbitrary shear field, particles will orient
in the direction of the flow. The flow field may also cause
inhomogeneities in the distribution of the particles. When
the flow is stopped the microstructure of the interface will
relax back to its equilibrium state, a homogeneous isotropic
interface with randomly oriented particles. In this process
R} would typically be set to 0, and Dy. characterizes the
translational diffusion of the colloidal particles. The tensor R}
describes relaxation of the particle orientation by rotational

TT* 9a*\ (b  3b*
~80° ) \aU  a0°

y daM da’

S
+ Z /<8mM 8mV_V +v

M,N=I

auM aU*
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o 30;
aUs aCs
o' U ob*
-t )dA
9C*  9C* 30
ob* 30} b 08)
ars ol 90

diffusion, and Dy describes the smoothing of spatial gradients
in orientation by diffusive processes.

As another example, let us consider an interface stabilized
by a mixture of two immiscible surfactants S1 and $2, and
let us assume S1 forms deformable circular disklike rafts
in a continuous S2 phase. So the structure of the interface
is basically a two-dimensional emulsion. This problem is
relevant for example for raft formation in cell membranes.
When such an interface is deformed the circular rafts are
deformed to an anisotropic shape and oriented in the direction
of flow. When the flow is stopped, the rafts relax back to
a circular shape. This problem can be described with a
two-dimensional variation of the Doi-Ohta model [29], in
which we let I'¥ be the total amount of contact line per unit
area between S1 and S2, and C° is a second order tensor field
describing the shape of the rafts. In this model R and R}
would then quantify the relaxation process for respectively
the total amount of contact line and the shape of the rafts. The
two diffusion tensors would describe the smoothing of any
spatial gradients of these two variables along the surface.

Note that in this particular example the contact line
between the domains of S1 and S2 may also have excess
variables associated with it (for example, a line tension). When
additional line excesses are present in the system, and we
are interested in the time evolution of these, additional terms
involving these line variables will have to be included in the
Poisson and dissipative brackets. The framework as we have
presented it here can describe only systems with surface excess
variables associated with the interfaces.

The measurement of the structural material parameters
discussed in the preceding paragraphs is a nontrivial issue,
which requires a combination of surface rheological methods
and optical methods (two-dimensional rheo-optics [5]). The
time evolution of the interfacial microstructure formed by
adsorbed colloidal particles can often be studied with mi-
croscopic techniques. For smaller species various forms of
reflectometry (ligth, neutron, or X ray) may have to be used to
explore structural changes [5,30-32].

Finally, we need to specify the contributions to the dis-
sipative bracket describing the transfer of mass, momentum,
energy, and structural parameters, between the bulk phases and
interfaces. These contributions are given by

N op abN v
. TS M,N . - _ N _ S__ dA
) ¢ (BmN TR T AP T/T
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at da da’ 1 , da )0 ab  ab°
+ Z Ay -+ . ( ) =
8/) 3,0(]) 8,0(1) 2 8 U ad US 8,0 8,0S
ab* 1 ,b 1 ., 0b°
(V)Y —= ) |dA
8,0(]) 3,0(1) 2 BU 2 BU
T s da’ ab  ab° ab ab* 1,00 1 .,0b°
A(])TT = o — T I V' — = (V) —
aUs ap  0p* 8,0(]) 8,0(1) 2 U 2 aUs
8a da’ da da’ 1 , 0a 2 8 ab  db°
+ - =+ ( A = ][44
8,0 ap* 90 8,0(1) 2 aU 8U aU?
,0a° 9 da* 9 aU.  aU, da’ BUY
/ <I>—— L Y + 2% | g
ars ~ aC 9C* U ol aC aU* ors 8C5
ab ab* b ab*  9b oU. U, ab* aU; BUS
Jrei| @—= — &' — — | =+ — — | &' —= dA. 29
JFC( ar T TORE e au[ ot * ac}*’aux[ ar D 29)

Here Rk is the Kapitza coefficient for transfer of energy
between bulk phase and interface, and ¢™-" are the friction
tensors for transfer of momentum between bulk phase and
interface. In most cases the accumulation of momentum at
the interface will be negligible, and the second integral in
the above expression can be omitted. But for the sake of
completeness, and for better comparison with results derived
using other frameworks [2,3], we choose to retain this term
here. The parameters Ay and A(Tj) are the transfer coefficients
for transfer of species J between bulk phase and interface
driven by difference in, respectively, chemical potential and
temperature. Jrc is a fourth order tensor field quantifying
the transfer of I' and C between bulk phase and interface.
In the fifth integral we have introduced a coupling between
the transfer of the tensor C and the scalar density T, through
the tensors ® and ®°. As discussed in the Introduction, such
a coupling would be expected to be important in systems
with anisotropic particles or other types of microstructural
elements, which first need to adopt a specific orientation
with respect to the interface before being adsorbed. Based
on dimensional arguments we would expect ® ~ I'C~!, and
o5 ~ I_“(C'Y)_l.

Now that we have specified all the contributions to the
Poisson and dissipative brackets, we can proceed with the
extraction of the time-evolution equations for the set of
independent system variables. Before we do this we will first
take a closer look at the degeneracy properties of the total
entropy and momentum.

V. DEGENERACY PROPERTIES

In the preceding we have left the exact definitions of the
isotropic pressure P’, the isotropic surface tension y’, the
anisotropic microstructural contributions to the bulk pressure
IT', and the anisotropic microstructural surface pressure IT*
unspecified. We can use the entropy degeneracy requirement
to fix the specific form of these parameters. The degeneracy
requirement for the total entropy is given by

{S,B} + {S,B}™n =0 (30)

Using the expressions for the Poisson brackets defined in
Sec. III, we find that to satisfy this identity, P’ must take
the form

- N 1 ~
- aS a8 _ 38,
=TS—-U—pT— — onT— —TpT— (31)
ap Z D% o0 ar
and IT" must take the form
aS. a8,
n'=pr(2C- — |. 32
P ( aC ar) (32)
We must also require that at the interfaces
re:[II(r)-&m]=0. (33)

This condition implies that to satisfy the entropy degeneracy
requirement, we must assume that the normal components of
IT' (representing the contributions from the microstructural
entropy S. to the hydrostatic pressure) are continuous across
the interface. With these expressions for P’ and II’ the total
hydrostatic pressure tensor is simply given by

Mm=PI+10. (34)

We also find that the surface tension Y’ must take the form
o 05*

Yy ==-T'S+U' 4+ p'T —

ap’

3S;
FY \'TX_L
+ Z'O(J) ap v ol

and that the anisotropic contributions to the surface pressure
induced by the microstructure, IT*, must equal

(35)

38 38
M =p'T*(2C° - —£+G == |. 36
P ( T arx) (36)
The total surface pressure tensor is thus given by
I’ =—yP+ 0", 37)

The total momentum of the system can be expressed as

=/de+/m“dA
R >

(38)
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The degeneracy requirement for the total momentum is given
by

{(M,B} + {M,B}™ = 0, (39)

which is satisfied identically, when we assume (31)—(33), (35),
and (36).

The degeneracy conditions also give us some additional
insight in some of the contributions to the MINT term. If we
would eliminate the third integral in (22), then, to satisfy the
entropy degeneracy requirement, condition (33) would need
to take the form

apS,
DI C:
re [( o

Whereas (33) has a clear physical interpretation, the additional
contribution in (40) does not, and puts an unnecessary
restriction on the form of the microstructural contributions to
the pressure tensor. By adding the third integral in the MINT
bracket, this restriction is removed. The fourth integral in the
MINT bracket was added for the same reason: it eliminates
a similar term 2H(C : 3p e =co)é from the integral over X. The
last two contributions are needed to ensure that the tensorial
structural variable of the interface belongs to the class of
general surface tensors. When these two integrals are omitted,
then, to satisfy the entropy degeneracy requirement, apart from
(33), we would in addition have to require

2HMY - & =0, 1)

>§ +II'(r) - E(r)] =0. (40)

which means we would have to require that C* is a tangential
surface tensor. As stated in the Introduction, to extend the
range of multiphase systems our model can be applied to, we
do not wish to impose such a restriction. The last two integrals
in the MINT bracket remove the term in (41) from the integral
over X, ensuring that C® remains in the class of general surface
tensors.

VI. BALANCE AND CONSTITUTIVE EQUATIONS

In this section we will extract the balance equations for the
time evolution of the set of system variables defined in (2),
from the GENERIC (7). To extract these balance equations we
must first consider the time derivative of the left hand side of
(7). The time rate of change of an arbitrary observable A of
the system, satisfying (16), equals [2 12]

dA da dx; da* 0x;
— = dv + —LdA
dt axj ot ax o
da’
—/(wasvs E+ 5V cu+[av - §]>dA,
z

(42)

where u is the speed of displacement of the interface [2],
and x; and x} are the independent bulk and surface excess
system variables. Combining this expression with (7), using
the expressions for the Poisson and dissipative bracket defined
above, and collecting all terms on the left hand side of (7),
we obtain (after integration by parts) an expression with two
main contributions. The first term is an integral over the
bulk domain R, containing terms proportional to the partial
derivatives da/dx;. The second term is an integral over the
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interfacial domain X, and contains terms proportional to the
partial derivatives da*/d.x}, terms proportional to a*, and jump
terms, proportional to either a or da/dx ;. Since the observable
A and the domains R and ¥ were chosen arbitrarily, we must
set the integrands of both integrals to zero, in order to satisfy
(7) identically. Setting the integrand of the first integral to zero
will give us the balance equations for the bulk variables p, m,
U, py, T, and C. Setting the integrand of the second integral
to zero gives us the balance equations for the corresponding
surface excess variables, and a set of consistency requirements
for the transport of mass, momentum, energy, and the structural
variables to and from the interface [12,13].

Let us first examine the governing equations for the overall
bulk density p, and the overall surface mass density p°®. From
the integral over R we obtain (collecting all terms proportional
to da/dp, and setting the resulting coefficient to zero)

dpp
— V.v=0, 43
2 TP (43)
which is the familiar equation of continuity for the bulk phases.
The material derivative in this expression is defined as
by Y

— = T (VY) - (44)

Collecting the terms proportional to p and da/dp in the
integral over X, and setting the result equal to 0, we obtain the
consistency requirements (M = LII)

N—1

Ay By TM M _ s
Yoty - M) 4 S atgrn -y
J=1
=—p"M —v') . &M, (45)

where the modified chemical potentials /i) and [, are

defined by
[:L(j) A 85’ BS V2
ED— (8. += — ). 46

i & 08T 38T (v
D= (8 + + ) A7)
TS op*  Oply 2T

Finally, collecting all terms proportional to p® and da®/dp*

from the surface integral, setting the result to 0, and using (45),
we find

dsp®
dt

This balance is the overall jump mass balance [2,3]. The
surface material derivative in this expression is defined as

sy 0y

TR TI (Vsir) - (49)
where y is the intrinsic surface velocity [2]. The consistency
requirements (45) are boundary conditions coupling the
density field of the adjoining bulk phases to the interfacial
density field. This is one of the strengths of the GENERIC
framework: it not only provides time evolution equations for
the bulk and interfacial system variables, but also generates a
complete set of boundary conditions that couple these fields.
In other nonequilibrium thermodynamic frameworks these
boundary conditions are generated separately on an ad hoc
basis [2,33].

+p°Vs -V + [p(v—v) - £] = 0. (48)
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We now turn our attention to the balance equations for
m and m’ (the differential momentum balance and differential
jump momentum balance [2,3]). From the terms in the integral
over R, proportional to da/dm, we obtain

dpv

pd—+V(P +Pg)—V .0 =0, (50)

where Pg is the contribution from the configurational internal
energy to the pressure, defined by

aU. . oU.
op ol

and o is the total extra stress tensor in the bulk phase, equal
to

(D

9F.  oF.

G__.

8C+ aI’
(52)

In the last expression F. = U.— TpS, is the Helmholtz
free energy per unit volume of the bulk phase. The terms
proportional to m and da/0m in the surface integral give us
the consistency requirement for the transfer of momentum
between the interface and the adjacent bulk phases (M = L 1I):

1l
Z;M,NTs . ﬂ v
™V T

N=I

2
Ot = <7’lb - §n>[V < vliI+ 29D +2C -

— V) EM oMM (53)

In arriving at this result we used Eq. (33). Note that in
this expression we have friction tensors for each side of the
interface. This would be required for complex systems in
which, for example, the interface is a 2d polymer gel, and
the adjoining bulk phases are microstructured phases as well
[perhaps a liquid crystalline phase or a (3d) gel phase]. In such
systems we expect a significant effect of the stress-deformation
behavior of the interface on the behavior of the adjoining
bulk phases, and this effect may be different for each of
the bulk phases. In isothermal systems without accumulation
of components at the interface we can use a much simpler
condition. The entropy balance then suggests we use a single

— _pMyM(yM

5803 _sal_]g
N
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friction tensor ¢’, defined as

I m 2
P +p

¢= <p1 — p“) 2 oY
where ¢ = ¢M = ¢ = ¢ = ¢TI With this choice (53)
reduces to (when in addition there is no mass transfer across

the interface)

1 1\ /ol oll
/ 1 1IN tot tot
c '(V —V )_<_I_ﬁ) (IOI — pH) -E. (55)

Note that this expression no longer contains any interfacial
variables, and couples the adjoining bulk phases directly, as
we would expect for simple interfaces without accumulated
mass. For simple systems we could have introduced this form
directly by changing the second integral in the dissipative
bracket in Eq. (29). If we are willing to assume there is no
slip between the two bulk phases at the interface (i.e., v! = v!!
at the interface), then (55) reduces to

ol =ol (56)

tot tot>

which states that stresses are continuous across the interface,
a boundary condition commonly used in flow problems
involving simple interfaces.

From the terms in the surface integral proportional to m’
and da’/0m°, we obtain the following form of the jump
momentum balance at the interface [using (53)]:

)

dSV / / s
pP—— =V (¥ +ye) =2y +ve)HE =V, - oy,

dt
+ Lo =)V = V) £ — 01 - E+ (P + Pr)E] =0,
(57)

where the total surface extra stress tensor o, is defined as

tot

o'fot = (84 — &)[Vy - V']P + 2¢,D*

pac . OF g0k (58)
T T

Here F* = U* — T*p°$? is the surface Helmholtz free energy
per unit area of the interfaces, and y equals

- (59)

The next two variables we will consider are U, and U*. From the terms in the bulk integral proportional to da/dU we obtain

the differential energy balance for the bulk phases:

dt
U, R, OF.
o T or aC T ~ aC

4,0 / ) N-1
= (@ + POV v+ I VY= 24D : D — (DY — V - GVT) = >V - [TV

30. R, 0oF. oU, 1 9F. 30,
L R2 vV . |Dp. V[ = — il
+ [ g (T ar >] LTS

0]
T

()

J=1

The consistency requirement for energy transfer between bulk phases and interface, obtained from the coefficients of the terms
proportional to U and da/dU in the surface integral, takes the form [using (45) and (53)] (M = L[,1I)

M I
™ o _ P
ZAm rr < s )

— (UM + P/M)(VM _ VS) . E _ VM

1
Oro - &+ S p@AM

—Vs)°§—}\MVTM 'EM
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1 BF_M
.M - c M

(61)

™ CM

1 9FM 1 9F¢
Ts9Cs )

And finally, the terms proportional to U* and da®/3dU* in the surface integral give us the following expression for the differential

jump energy balance:

d,U° , ‘ ‘ ‘ ‘ N ‘
o+ (U —y WV oV +T1* Vv +2HYV - - E+V, - ¢ — 26D : D° — g4(trD*)?
0U: Ri9F; _9U; Ry dF 30} 1 9FS\1 a0° 1 9Fs
¢ .2 + Ve DV (= ) [ S Ve DLV
C 90 T 9l 9Cs T Ts T aCs Ts 9T ) | " aCs : Ts 9Cs

+['0(0+E[V—VX]2>(V—VS)'§+q'§_(V_Vs)'atot'§+P,(

30, 1 9F, 0, au*
DeiV (= e el _o i e
+[ac - (T ac)} § [ T ars
. ®oF. @ oF  19F. _1RT]_,
el TR Tsers TTaCc Troct || T

where q and ' are the bulk and surface energy flux vectors,
given by

N—-1
~ Ky
q= —AVT — ZO[(])TZV<%>,

(63)
J=1
N—1 /-'LS
q¢ = -MV, T — Za(,)(TSfVX(%). (64)
J=1

We now turn our attention to the balance equations for the
structural variables. From the integral over R we find that the
time evolution of I is given by

dpT

LEV.v_G:Vye OF,
_— vV — v+
dt T T

19F,
—V'|:DF°V<— _>i|:O
T or

The consistency requirement for transfer of the scalar struc-
tural variable between bulk phase and interface, obtained from
the integral over X, is given by (M = L,II)

(65)

oM g M YFM @ 9FS 1 AFM 1 9F!
TCT\rM 9TM TS 9Ts T TM 9CM T 9Cs
_ 1 aFM
= -TMwM™ —v). £+ DY . V(TM{;FM)'EM' (66)

The jump balance for ' takes the form

S_G V.V —2HV -GS .
dt .V $V v &
RS OF ‘ 1 0F*
e _wy_. D} - V| ——=¢
Ts 9T Ts oTs
®oF. @ IFF 10F, 1 OF¢
—®°:Jrc: — =0
T a0 Tsoals T aC TS aCs

(67)

()]

il
[o3]
=

U,
aC

90?1
aC* |

(62)

Likewise we find for the time evolution of the bulk tensorial

structural variable
O 1 dF. 1dF,
C+Ry: | = —V.[Dc:V[|= =0,
s C+ Ry < ) [ c: (T 5C )]
(68)

T oC

O
where §, C denotes the upper convected derivative in the bulk
phase, equal to

d,C

8b C= 7 -C. (VSV)T - (st) - C. (69)

The consistency requirement for transfer of the tensorial
structural variable between bulk phase and interface takes the
form (M = 1,1I)

. oM §FM 1 9FM 1 3F
TM 9TM  Ts 3fs ~ TMJCM  Ts5 9Cs

1 3FM
—DM:v M
_DC: (TMacM> &

For the jump balance for the surface tensorial structural
variable we find

5, C_anv . CEpRs: (L0F
s C'—4HV . C° S
SV ENTe]

@' F?

(70)

. 1 9F
—V, - DLV [ =2
' Ts 9Cs
T ®9F, ®9F 109F, 1 0F o
PC\7ar Tsors "TaC T acs )|

(71)

O
and §; C° denotes the upper convected surface derivative,
defined as

d,C*

Od
5, C' = C' - [(Viv) - P =[P (V,v)]-C

(72)
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The final balance equations we obtain from (7) are those for
the bulk and surface species mass densities p(,y and p(;,. For
these variables we obtain the differential species mass balance

N-—1
dypuy 2
e Ee ()
K=1
-V .- (@nVT)=0, (73)

the consistency requirement (M = 1,1I)
MM M S
L [
M ) ) M s
A(J)( ™ Ts ) (J) MM _ %)
N-1 "
)
= —p( " =v) - g +ZD(A}IK)V|:TM:| g
K=1

+al,vr . gM (74)

and the differential jump species mass balance
dspis) v, .| B 20
o TPV v - Z uoVs\ 75

—Vx(&(‘J)VsTS) + [p(J)(V -v).-§

N-1
-3 D(mv[%} & —ayVT - g] =0. (75
K=1
We have now extracted the complete set of time evolution
equations for the independent bulk and interfacial variables,
a complete set of boundary conditions coupling the bulk
and interfacial fields, and a set of constitutive equations
for the fluxes appearing in the time evolution equations.
This set of equations allows us to construct specific models
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for a wide range of multiphase systems with a complex
microstructure, by choosing specific forms for the bulk and
surface configurational Helmholtz free energy, F,. and F?, the
scalar relaxation parameters R| and R{, the tensorlal relaxat1on
and diffusion parameters R, R}, Dr, D, D¢ and Dy, the
second order tensors G and G*, and the coupling tensors @
and ®°. As an example, we will discuss the application of this
framework to emulsions stabilized by anisotropic colloidal
particles (i.e., Pickering emulsions), in a companion paper.
Pickering stabilized emulsions are highly relevant systems for
the food, cosmetics, and pharmaceutical industries.

VII. CONCLUSIONS

In this paper we have presented a nonequilibrium ther-
modynamic model for the dynamics of multiphase systems
with a complex microstructure (emulsions, foam, immiscible
polymer blends), in the context of the GENERIC framework.
The effect of the microstructure on dynamic behavior was
incorporated by including scalar and tensorial structural
variables in the set of bulk and interfacial system variables.
To ensure consistency of our model with the chain rule of
functional calculus, a MINT term has to be included in the
GENERIC, and to satisfy the entropy degeneracy requirement,
this term has to include several new contributions involving the
bulk and interfacial tensorial variables. The model produces
a complete set of balance and constitutive equations for the
bulk and surface fields, and a set of boundary conditions
linking bulk to surface fields. By choosing specific forms of
the free energies, relaxation parameters, diffusivity tensors,
and coupling tensors we can create a wide range of models for
specific multiphase systems, which are valid not only close to
equilibrium, but also far from equilibrium.
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