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Model for the catalytic oxidation of CO, including gas-phase impurities and CO desorption
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We present results of kinetic Monte Carlo simulations of a modified Ziff-Gulari-Barshad model for the reaction
CO + O → CO2 on a catalytic surface. Our model includes impurities in the gas phase, CO desorption, and a
modification known to eliminate the unphysical O poisoned phase. The impurities can adsorb and desorb on
the surface, but otherwise remain inert. In a previous work that did not include CO desorption [Buendı́a and
Rikvold, Phys. Rev. E 85, 031143 (2012)], we found that the impurities have very distinctive effects on the
phase diagram and greatly diminish the reactivity of the system. If the impurities do not desorb, once the system
reaches a stationary state, the CO2 production disappears. When the impurities are allowed to desorb, there are
regions where the CO2 reaction window reappears, although greatly reduced. Following experimental evidence
that indicates that temperature effects are crucial in many catalytic processes, here we further analyze these
effects by including a CO desorption rate. We find that the CO desorption has the effect to smooth the transition
between the reactive and the CO rich phase, and most importantly it can counteract the negative effects of the
presence of impurities by widening the reactive window such that now the system remains catalytically active in
the whole range of CO pressures.
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I. INTRODUCTION

Heterogeneous catalysis presents a rich variety of nonequi-
librium phenomena, such as kinetic oscillations, chaos, spa-
tiotemporal pattern formation, and hysteresis phenomena
[1–5]. Catalytic processes are ubiquitous in nature, and they
also have wide technological and industrial applications. The
demand for new, inexpensive, and efficient catalytic systems
requires a solid understanding of how industrial conditions
affect these processes. Experiments realized in ultrahigh
vacuum greatly differ from their industrial counterparts, in
which contaminants are an unavoidable part of the process.
Typical catalytic poisons are sulfur compounds, hydrocyanic
acid, mercury, compounds of phosphorous, etc. [6–8]. The
most common effect of such impurities is to decrease the
number of reactive sites on the catalytic surface, thereby
greatly reducing the efficiency of the process. Adsorption of
impurities can be reversible or irreversible, and sometimes
this distinction depends on the temperature [9,10]. Studies
of automotive catalysts indicate that sulfur poisoning is
irreversible at temperatures below 650 ◦C, but the catalytic
activity can be restored at higher temperatures [11]. The
present paper represents an extension of our previous studies
[12] of the effects of reversibly adsorbed impurities in the feed
gas [13,14] on a statistical mechanics model of the oxidation
reaction of carbon monoxide (CO) on transition metal surfaces.

This oxidation reaction is a prototypical surface reaction
and has been extensively studied. Ultrahigh vacuum studies
have established that Langmuir-Hinshelwood (LH, see Sec. II)
is the dominant mechanism for this reaction [15]. In a
seminal work, Ziff, Gulari, and Barshad (ZGB) proposed
a minimalistic kinetic lattice-gas model that simulates the
surface as a two-dimensional square lattice where the catalytic
reaction occurs via a LH process [16]. In the ZGB model, CO
molecules in the gas phase adsorb on single sites of the surface,

while oxygen (O2) molecules are dissociatively adsorbed on
nearest-neighbor sites. Adsorbed nearest-neighbor CO and O
react, producing carbon dioxide (CO2) that instantly desorbs
and leaves behind two empty sites. The process is controlled
by a single parameter, y, that represents the probability that the
next molecule arriving at the surface is CO. The parameter y is
proportional to the partial pressure of CO in the feed gas. This
model exhibits two kinetic phase transitions: a continuous one
at y = y1, between an oxygen-poisoned state and a reactive
state, and a discontinuous one at y = y2 > y1, between a
reactive state and a CO poisoned phase. For y1 < y < y2,
the CO2 production increases smoothly from zero at y ≈ y1,
to its maximum value at y ≈ y2. For y > y2, the reaction rate
vanishes.

For completeness we note that the ZGB model and its
various extensions are not the only statistical mechanics based
models for heterogeneously catalyzed CO oxidation. More
detailed results are provided by several lattice-gas models
that explicitly include energetic effects, such as adsorbate-
adsorbate interactions and reaction and adsorption-desorption
barriers obtained by quantum mechanical DFT calculations
and/or comparison with experiments [17–23].

However simplified the ZGB model and its generalizations
are, they provide a useful stage for testing the effects of various
processes, alone and in combinations, on the reaction kinetics.
In this paper we extend our previous work on a ZGB-like
model that includes a reversibly adsorbed, inert species in the
gas phase [12]. The aspect that we add to our previous model is
the desorption of CO molecules [24–26]. This can be thought
of as an effect of increased temperature.

The original ZGB model has two particularly unphysical
aspects, and several modifications have been suggested to
remove these [25–28]. First, the oxygen-poisoned phase has
not been observed in real systems because oxygen does not
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impede the adsorption of CO [29–31]. Here we therefore
remove this phase by modifying the adsorption mechanism
of the oxygen molecule, such that the two adsorbed atoms
enter two next-nearest-neighbor sites instead of two nearest-
neighbor sites [12,32]. Physically, such an effect could be due
to exclusion or repulsion between nearest-neighbor adsorbed
O atoms [33–35], or a tendency of the O atoms to move apart
once they reach the surface due to their thermal energy, known
as hot-atom adsorption [36–38]. This modification was already
introduced in our previous study [12].

Second, transitions from the phase of high to the phase
of low CO coverage have been observed experimentally
upon reduction of y to below y2 [39]. Thus, the high-CO-
coverage phase is not irreversibly poisoned. Reversibility
of the discontinuous transition between the productive and
the CO poisoned phase can be reproduced by including a
positive CO desorption rate, mimicking the effect of nonzero
temperature [24–26]. (Experimental evidence indicates that
the desorption rate of oxygen is negligible [29].) Hysteresis is
then observed as y varies close to y2, which now becomes a
function of the desorption rate [40–42]. In the present paper we
study the effects of this CO desorption process on our previous
model for CO oxidation with inert impurities in the gas phase
and next-nearest-neighbor adsorption of oxygen atoms [12].
In the next paragraph we give a brief description of this model.

Recent experiments on CO oxidation on Au nanoparticles
in the presence of impurities show that the system becomes
catalytically active at high temperatures [43]. There have
been many studies aiming to construct analytical models
that contain impurities. Most of these models assume that
the impurities are present in different concentrations on the
catalytic surface. In this work we analyze the problem in a
more realistic way by assuming that the impurities are part of
the gas mixture [44–46]. The impurities can be adsorbed or
desorbed, but otherwise they do not take part in the reaction.
Desorption of CO is included as a way to mimic temperature
effects. In order to be able to study the effects of a nonzero
CO desorption rate in isolation, we ignore other temperature
dependent effects, such as lateral diffusion of CO molecules
or competition between CO desorption and oxidation.

In a previous work [12] that did not include CO desorption,
we found that, if the impurities do not desorb, the reactive
window that characterizes the ZGB model disappears. If they
can desorb, a reactive window reappears if the proportion of
contaminants does not surpass a critical value. This critical
value depends on the desorption rate of the impurities.
Continuing this line of work, in the present article, besides
impurities, we include the well-documented process of CO
desorption, discussed above.

The rest of this paper is organized as follows. In Sec. II
we describe how we modify the ZGB model to eliminate the
unphysical continuous phase transition at y1, to include the
presence of impurities in the gas phase, and to include a CO
desorption rate. In Sec. III we present our numerical results
for the modified model. We present the results in two separate
stages. First, we study a system in which the impurities remain
on the surface after being adsorbed (Sec. III A), and next we
analyze the case that they can also desorb (Sec. III B). In
Sec. IV we present our conclusions and suggest topics for
future research.

II. MODEL AND SIMULATIONS

We study the catalytic oxidation of CO on a surface in
contact with a gas phase that consists of a mixture of CO,
O2, and impurities X, in different proportions. The impurities
can be adsorbed on the surface, where they do not react with
the other adsorbates. Once on the surface, the X and the CO
can be desorbed at different rates. We further modify the
ZGB model by changing the adsorption mechanism of the O2

molecule, so that it is adsorbed on two next-nearest-neighbor
(nnn) vacant sites (separated by

√
2 lattice units) instead of two

nearest-neighbor (nn) sites. It has previously been shown that
this minor change eliminates the unphysical O-poisoned phase
[12,32].

The model is simulated on a square lattice of linear size L

that represents the catalytic surface. A Monte Carlo simulation
generates a sequence of trials: CO, O2, or X adsorption, or X or
CO desorption. A site i is chosen at random. If it is occupied by
a CO or a X, we attempt desorption with probabilities kc and
kx , respectively. If the site is empty, we attempt adsorption:
CO with probability y, X with probability yx , or O2 with
probability 1 − y − yx . These probabilities are proportional
to the amounts of the different species in the gas phase. The
O2 molecule can only be adsorbed on a pair of vacant nnn
sites. In a O2 adsorption attempt a nnn of site i is selected at
random; if it is occupied the trial ends, if not the adsorption
proceeds and the O2 molecule is adsorbed and dissociates into
two O atoms. After a CO or O2 adsorption event is realized, all
nn pairs are checked in random order. Pairs consisting of nn
CO and O atoms react: a CO2 molecule is released, and two nn
sites are vacated. A schematic representation of this algorithm
is given by the reaction equations,

CO(g) + S → CO(a),

O2 + 2S → 2O(a),

CO(a) + O(a) → CO2(g) + 2S, (1)

X(g) + S → X(a),

X(a) → X(g) + S,

CO(a) → CO(g) + S.

Here S represents an empty site on the surface, g means gas
phase, and a means adsorbed. The first three steps correspond
to a Langmuir-Hinshelwood mechanism. This study differs
from our previous one [12] in the presence of the last reaction,
which simulates the CO desorption.

The simulations are performed on a square lattice of L × L

sites, with L = 120 and periodic boundary conditions. The
time unit is one Monte Carlo step per site (MCSS), in which
each lattice site is visited once, on average. Averages are
subsequently taken over 105 MCSS after 104 MCSS are used
to achieve a stationary state.

Coverages of the different species are defined as the
fractions of sites on the surface occupied by the species.
We calculate the CO, O, and X coverages, and the rate of
production of CO2. Always starting from an empty lattice, the
system was allowed to reach a stationary state before data were
recorded for analysis. (Any initial coverages of irreversibly
adsorbed species would obviously remain on the surface
indefinitely, thus changing the resulting stationary state.)
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III. RESULTS

We start by analyzing the case in which the impurities do
not desorb in Sec. III A. Then we study the effects of impurity
desorption in Sec. III B.

A. No desorption of impurities, kx = 0

In the case that the impurities do not desorb, the fifth step
in the reaction described by Eq. (1) does not occur, and the
impurities, once adsorbed, remain on the surface. This case
can be useful to understand the behavior of some catalytic
systems that become irreversibly poisoned by impurities. The
behavior of a system with this type of impurities is shown in
Fig. 1, where we plot the coverages vs y for a system with a
fixed proportion of impurities in the gas phase, for different
values of kc. The first difference from the standard ZGB model
to notice, is the absence of the O-poisoned phase. There is no
continuous transition at y1: the CO coverage departs from zero
as soon as y > 0. As discussed above, this is fully explained
by the change in the adsorption mechanism of O and does not
depend on CO desorption [12].

Not surprisingly, when impurities that do not desorb are
added to the gas phase, the reaction rate vanishes in the steady
state, independently of the value of kc. Consequently, the dis-
continuous transition to a separate, poisoned state disappears.
The CO and O coverages change smoothly between their
extreme values, as seen in Figs. 1(a) and 1(b), respectively.
Previous results for the case kc = 0 indicate that this is also
true for any value of yx �= 0 [12]. As the CO desorption
rate increases, the CO coverage decreases gradually until, for
sufficiently high values of kc, the surface does not contain
any CO, Fig. 1(a). As expected, the O coverage decreases as
y increases, and it has a relatively weak dependence on kc,
increasing slowly as kc increases, Fig. 1(b). The behavior of
the X coverage strongly depends on kc. For a relatively low kc,
it reaches a maximum at a value of y that depends on kc (and
yx), and then decreases. But for larger values of kc, it increases
monotonically with y until the surface is almost completely
filled with impurities, Fig. 1(c).

In a previous work [12] we analyzed the case in which
there was no CO desorption (curves corresponding to kc = 0
in Fig. 1). In the present work we find that, when a nonzero
CO desorption rate is included, the impurities take the empty
spaces left by the CO. For sufficiently large values of kc, the
surface becomes almost totally covered by X (and a few O),
while in the former case (kc = 0) the surface always ends
up filled with CO. Since O adsorption requires two empty
sites, the oxygen coverage is only weakly enhanced by the
CO desorption. For intermediate values of kc and values of y

beyond approximately 0.5, the steady state is a mixture of CO
and X, almost entirely devoid of O.

B. Nonzero impurity desorption, kx > 0

Next we study the changes that occur when there is a
nonzero probability that an adsorbed impurity can leave the
surface, i.e., when the fifth step of Eq. (1) is included. Now both
CO and X can be desorbed from the surface with probabilities
kc and kx , respectively. We fix the proportion of X in the
mixture, yx , and the CO desorption rate, kc, then vary kx . We
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FIG. 1. (Color online) Coverages vs y for the case that there is
no impurity desorption, kx = 0, for fixed yx = 0.005, and the values
of kc indicated in part (b). (a) CO coverage, (b) O coverage, (c) X
coverage. The results for kc = 0 (∗) correspond to those represented
by squares in Fig. 1 of Ref. [12]. We did not plot the reaction rates
because they are practically zero for all kc.

present the coverages vs y for different values of kx for a
small value of kc (kc = 0.005) in Fig. 2, and for a larger value
(kc = 0.03, comparable to the critical value of kc ≈ 0.04 in
the impurity-free ZGB model) in Fig. 3. For comparison, the
figures also include the case in which there are no impurities
and the CO can desorb, yx = 0 and kc > 0, and the case,
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FIG. 2. (Color online) Coverages vs y when kc = 0.005 for
fixed yx = 0.005 and different values of kx . (a) CO coverage, (b)
O coverage, (c) X coverage. The values of kx are indicated in
part (a).

already discussed, in which kx = 0. In the previous section we
showed that, if the impurities cannot desorb, the productive
phase, and consequently also the discontinuous transition at
y2 to a poisoned phase disappear, independently of the value
of kc. In this section we show that a nonzero rate of CO2

production reappears for kx > 0. As can be seen in Figs. 2
and 3 for small values of kx , the coverages change continuously
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FIG. 3. (Color online) Coverages vs y when kc = 0.03 for fixed
yx = 0.005 and different values of kx indicated in (a). (a) CO
coverage, (b) O coverage, (c) X coverage.

between their extreme values. When kx reaches a sufficiently
large value, which depends on kc, a discontinuous transition
to a fully poisoned phase also reappears. Not surprisingly, for
large values of kx the model becomes almost indistinguishable
from the model without impurities. We find that the CO, O, and
X coverages depend strongly on kx , as seen in Figs. 2 and 3.
The X coverage, Figs. 2(c) and 3(c), reaches a maximum value
that decreases as kx increases. The location of the maximum
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FIG. 4. (Color online) Production rate of CO2 vs y for fixed
yx = 0.005 and different values of kx . (a) kc = 0.005 (b) kc = 0.03.

moves toward higher values of y. For sufficiently high values
of kx , there are no impurities on the surface in the steady state
for any value of y. In Fig. 4 we present the reaction rate vs y

for the values of yx , kc, and kx analyzed in Figs. 2 and 3. For
comparison, the figures also include the case in which there are
no impurities (curves labeled yx = 0). As in the case without
CO desorption [12], the presence of impurities reduces the
maximum reaction rate and shrinks the reactive window. For
a fixed value of yx , the rate of production of CO2 increases
with increasing kx until, for a sufficiently large value of kx ,
it reaches approximately the same values as in the system
without impurities. At high values of kx the impurities do not
play any role in the steady state, and the system is almost
indistinguishable from the one without impurities.

To further understand the effect of including a CO desorp-
tion rate in the system with impurities, in Fig. 5 we compare
the CO2 production rate vs y for systems with different values
of kc at the same partial pressure of X (yx = 0.005) and same
kx (kx = 0.001). As seen from Fig. 4, at these values of yx and
kx , the CO2 production is generally quite depressed. For the
values analyzed, when kc = 0 the CO2 production increases
until it decreases sharply to zero at y2 ≈ 0.25. (This value of y2

depends strongly on yx , as shown in Fig. 5 of Ref. [12].) When
kc is included, the discontinuity disappears, the production rate
reaches a maximum and then decreases smoothly toward zero.
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FIG. 5. (Color online) Production rate of CO2 vs y for different
values of kc at fixed yx = 0.005 and kx = 0.001.

For values of y below the point where the maximum CO2

production is reached, the production depends very little on
kc. As kc increases, the maximum value of the production
rate increases slowly until it reaches a limiting value that
seems to be independent of kc. It is important to notice that,
even if the maximum value of the CO2 production reaches a
limiting value, the size of the reactive window increases with
further increasing values of kc. At large values of kc the system
produces CO2 almost in the entire range of values of y.

Taken together, the coverage and reaction-rate data shown
in Figs. 2–5 suggest the possibility that there is a range of
intermediate values of kx and kc, for which a continuous
transition to a poisoned phase might occur near y = 0.5.
However, confirmation or negation of this possibility will
require much more detailed simulations, including the use
of finite-size scaling techniques to analyze data obtained from
different system sizes. We reserve this for a future study.

IV. CONCLUSIONS

In this work we study a model of the reaction CO + O2

on a catalytic surface in contact with a gas phase that
contains CO, O2, and impurities, X. The impurities can be
adsorbed on the surface, where they do not react with the
other adsorbates. Once adsorbed, X and CO particles can
desorb with probabilities kx and kc, respectively. Our model
is based on a ZGB model that has been modified such
that the two oxygen atoms adsorb at two nnn sites instead
of two nn sites. This modification removes the unphysical
oxygen-poisoned phase predicted by the original ZGB model.
By comparing this study with a recent work that included
reversibly adsorbed impurities, but excluded CO desorption
(kc = 0) [12], we provide a possible mechanism for the well
documented temperature effects (commonly modeled by the
introduction of desorption rates) in catalytic systems.

In order to study the effects of CO desorption in isolation,
we deliberately exclude other temperature dependent effects,
such as CO diffusion or a competition between CO desorption
and oxidation. Since the concentration of vacancies in the
adsorbate layer is quite low under all the conditions we have
investigated, we do not believe the former should have much
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effect. As for the latter, we believe it would probably simply
have an effect similar to a reduction of the CO pressure y.

The first effect of including CO desorption (kc > 0) that we
observe, is that, for sufficiently high values of kc and y, once the
steady state has been reached the surface is almost completely
filled with X. In contrast, when kc = 0, at large values of y, for
the same value of yx , the surface ends up almost completely
covered by CO [12]. This effect is observed independently of
whether there is impurity desorption or not.

If the impurities do not desorb (kx = 0), the system does
not produce CO2 in the steady state, and the characteristic
discontinuous transition to a poisoned phase disappears. This
effect is not affected by the presence of CO desorption kc > 0.
However, when the impurities are allowed to desorb (kx > 0),
the CO2 production rate reappears. The discontinuous transi-
tion at y2 to a poisoned phase also reappears at sufficiently high
values of kx . When CO desorption is included, the coverage
changes become smoother, and the discontinuity reappears
only at much higher values of kx . For a fixed value of kc and
yx , y2 increases with kx until it reaches the same value of
y2 as in the system without impurities. Our data also suggest

the possibility that there might exist a region in the kx,kc

space, in which the discontinuous transition to a poisoned
phase becomes continuous. Exploration of this possibility is
reserved for a future study.

The most dramatic effect of the existence of CO desorption
can be observed in the CO2 production rate of the system.
Its maximum value increases slowly with increasing values of
kc, but most importantly, the reactive window widens in such
a way that now the system remains catalytically active in the
whole range of values of y. This is a very interesting result that
can explain why systems with impurities recover their catalytic
activity when the temperature increases. The observation that
a high enough CO desorption rate can somewhat reduce the
negative effects of the impurities is worth further study.
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