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Binding free-energy calculation of an ion-peptide complex by constrained dynamics
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Binding free energy is the most important physical parameter that describes the binding affinity of a receptor-
ligand complex. Conventionally, it was obtained based on the thermodynamic cycle or alchemical reaction.
These strategies have been widely used, but they would be problematic if the receptors and/or ligands have large
conformational changes during the binding processes. In this paper, we present a way to calculate the binding
free energy: constrained dynamics along a fragmental and high-dimensional transition path. This method directly
considers unbound states in the simulation. The application to the calmodulin loop-calcium complexes shows
that it is practical and the calculated relative binding affinities are in good agreement with experimental results.
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I. INTRODUCTION

Protein-ligand complexes play critical roles in biological
processes. In the past, many different protein-ligand complexes
have been studied deeply in theory and experiment. No matter
what complexes we are studying, binding free energy is one
of the important physical parameters we should deal with. The
binding free energy is directly related to the relative stability
between bound and unbound states of a complex or that of a
complex with different ligands. Therefore how to calculate the
binding free energy is an important mission in computational
biology.

At present, the widely used method of calculating the
binding free energy is based on the thermodynamic cycle [1,2].
This method first computes the solvation free energy from gas
to solvent, �Gsolv, for each monomer in the complex and the
complex itself, by using the continuous solvent model [3,4].
Then it computes the interaction energy between monomers
in the gas phase, �Gbind,gas, by an all-atom molecular force
field. Finally, the binding energy of the complex in solvent
phase, �Gbind,solvent, can be obtained by the thermodynamic
cycle �Gbind,solvent = �Gbind,gas–�Gsolv. After considering
the entropy contribution, the binding energy just turns into
binding free energy naturally.

This classical method is efficient and easy to use. For exam-
ple, Karplus and co-workers calculated the binding free energy
of the insulin dimer by the thermodynamic cycle method [1]
and the result is − 11.9 kcal/mol, which is approximately
close to the experimental value, − 7.2 kcal/mol. Just with a
similar method, Kollman’s group carried out a calculation on
the binding free energy of theophylline-RNA complex [2], and
the result is − 7.5 kcal/mol, comparable with the experimental
value, − 8.9 kcal/mol. These are successful applications of the
thermodynamic cycle method.

However, in these calculations, it is difficult to consider
the entropy contribution. For the molecule staying in the
equilibrium state, based on the quasiharmonic approximation
and normal mode analysis [5], the entropy could be divided
into three terms: transitional, rotational, and vibrational terms.
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The last term is usually represented by the famous secondary-
derivative Hessian matrix. Handling such a complicated matrix
would be a time-consuming work. So in general, only a
limited number of snapshots in the molecular dynamics
(MD) trajectory are used in calculation. Moreover, when the
molecule does not stay in the balanced structure during the
binding, the quasiharmonic approximation breaks. In this case,
entropy and enthalpy computation turns into a big problem.

On the other hand, some groups tried to do the binding free-
energy calculation by an alchemical reaction, i.e., gradually
shutting down the interactions between the receptor and ligand
in the complex. This is not physical but easy for implementa-
tion. Until now, there were some successful applications of this
kind of method [6–8], e.g., the binding free-energy calculation
of p-xylene to the nonpolar cavity of the L99A mutant of the
T4 lysozyme by Roux’s group [7]. With the dual λ-REMD and
H -REMD (Replica Exchange Molecular Dynamics) strategy,
the calculated result, − 4.93 kcal/mol, is rather close to the
experimental one, − 4.67 kcal/mol [7]. But theoretically, the
standard alchemical method cannot consider the bound and
unbound states simultaneously in the simulation. So the results
will probably enforce or weaken the estimated binding affinity
of the complex when the simulation is initiated from bound or
unbound states [9,10].

Compared to alchemical reaction, another physics-based
approach to calculate binding free energy is simulating the
whole binding process. One end state in the process is that
the receptor and ligand are separated far away from each
other. The other end state is the native bound state. So
in the simulation, there are no modifications on the force
field. Using this approach, Woo and Roux performed the
binding free-energy calculation between p56lck SH2 domain
and a pYEEI peptide [11]. In the simulation, the peptide was
pulled out of the receptor’s binding pocket gradually, and
the free-energy difference was computed by the free-energy
perturbation method. The calculated binding free energy was
in good agreement with experiment (error within 1 kcal/mol).
The result also gave a downhill binding mechanism. However,
using the conventional molecular dynamics, the receptor can
only sample the conformations near the bound state. For
the case that the receptor is rather flexible and has different
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conformations before and after binding ligand, this method
may not be suitable. To sample the unbound state in the
simulation, Laio and Parrinello used metadynamics [12] to
study the binding of four typical complexes [13]. This method
applied some additional Gaussian functions to the reaction
coordinate to help the molecule escape from the free-energy
minima. So the receptor could sample unbound state as well
as bound state in the simulation. The simulated free-energy
surfaces showed that there were some free-energy barriers
on the binding path. Moreover, Kamiya’s group performed
flexible docking of the hen egg-white lysozyme and tri-NAG
complex by the multicanonical molecular dynamics (McMD)
[14]. The McMD simulation forced the molecule to sample
evenly on the potential energy space that would allow the
protein or ligand to have some probabilities to sample unbound
states. The final free-energy profile also gave a high free-
energy barrier along the reaction coordinate [15]. All these
results indicate that the flexible binding processes are different
from the rigid ones. It is necessary to consider the information
from the unbound states in the calculation.

Recently, we implemented a method based on constrained
dynamics, which integrates the free-energy differences along
a predefined high-dimensional fragmental path [16]. This
strategy can handle free-energy calculations for molecules in
different metastable states, and shows better convergence than
the conventional free-energy perturbation method. Here we
extend it to the calculation of binding free energies between
bound and unbound states of a complex. Although metady-
namics [12] and McMD [14] can be used to sample unbound
states in the simulation, they are different from our method.
Both of them belong to the full-space sampling method. That
is, to rebuild the free-energy profile, the molecules need
to sample the whole space spanned by reaction coordinates
(collective variables in metadynamics or potential energy in
McMD). Such sampling could increase the simulation time.
As a comparison, our simulation with constrained dynamics
is a path-sampling method. The molecule is restricted to the
transition path. Due to the limited sampling space, our method
is more suitable for the simulations with a large number of
collective variables.

The model in our study is the loop-calcium complex
in calmodulin. Calmodulin can activate many proteins and
enzymes, and take part in various biochemical reactions. Its
role is strictly related to calcium concentration [17]. During
the calcium-binding process, it changes from a closed structure
to an open structure, exposes its hydrophobic cleft and is then
ready to dock to and modulate other important proteins. This
ion-induced dynamic behavior has been studied deeply for
a long time [18], from ion-binding affinity [19–21], domain
movement [22–25] to calcium-protein docking [26–31]. In
this paper, we just pay attention to the ion-binding affinity of
its four EF-hand loops. Some previous experiments revealed
that the C-terminal domain has a stronger binding affinity
(about tenfold) than the N-terminal domain in the intact protein
[17,27,32], but the affinity of the N-terminal domain is higher
when it is isolated [33,34]. This is interesting and it indicates
that in the whole functional protein, these two domains are
not assembled together in a simple way. The interdomain
interactions may change the binding affinities of themselves
[35]. To study the intrinsic binding ability of individual

domains, Yang and co-workers grafted each EF-hand loop of
the calmodulin onto a scaffold protein, domain 1 of CD2 [36],
and found that the individual calcium affinities of the four loops
follow the order I > II ≈ III > IV. This result again supports
previous conclusions that the N-terminal domain shows higher
calcium-binding affinity than the C-terminal domain in the
isolated state.

Recently, Lepsik and Field studied this complex through
simulation [37]. They calculated the calcium-binding free
energies of the four EF-hand loops in the calmodulin by
using a conventional thermodynamic cycle method. To im-
prove accuracy in the energy computation, high-level density
functional theory accompanied by molecular dynamics was
used in the simulation. Their results show that the four loops
favor the calcium in the order I > III > IV > II. It partially
supports the experimental finding that loop I has the highest
calcium-binding affinity while loop IV has the lowest binding
affinity [36]; i.e., they found that loop II, instead of loop IV,
has the lowest binding affinity. Due to the greatly different
calcium affinities of loops I and II, the simulation results do
not support that the isolated N-terminal domain has a higher
binding affinity than the isolated C-terminal domain, which
has been revealed in experiments [33,34].

In this paper, we use constrained dynamics to perform the
binding free-energy calculation. The transition path connects
the bound and unbound states in a high-dimensional space.
After involving a virtual reaction coordinate, the constrained
dynamics can give the free-energy profile of the binding
process. The results show that the calculated relative binding
free energies are in agreement with the experiment [36].

II. MATERIALS AND METHODS

A. Constrained simulation along a path composed of fragments

In the following, we will give a brief summary of the con-
strained dynamics. More information about its implementation
can be found in our previous paper [16]. The constrained
dynamics has been developed for many years [38–44]. One
concise expression proposed by Schlitter and Klahn in 2003
is [45]

F0→1 =
∫ 1

0

〈
∂Hc

∂ξ

〉
ξ

dξ − kBT ln〈|Z|−1/2〉|10

=
∫ 1

0
〈λ〉ξ dξ − kBT ln〈|Z|−1/2〉|10. (1)

Here ξ is a predefined reaction coordinate; 0 and 1 indicate the
initial and final states respectively. Hc is the partition function
of the constrained system; 〈〉ξ is the ensemble average of the
constraint force at any ξ . λ is the Lagrange’s multiplier due
to the constraint force, kB is the Boltzmann factor, and T is
temperature. The quantity Z is a L-dimensional matrix (L is
the number of constraints in the simulation). Each element in
the matrix is expressed by

Zαβ =
∑

i

1

mi

∂σα

∂xi

∂σβ

∂xi

. (2)

In the equation, mi is the mass of associated atom i and σα

or σβ is a constraint equation that corresponds to a different
constraint.
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FIG. 1. (Color online) The crystal structure of calmodulin
(PDBid: 1CLL). The yellow balls in the figure represent the calcium
ions. The figure is produced by Visual Molecular Dynamics (VMD)
[66].

Equation (1) and its equivalent form [46,47] in constrained
dynamics have been proven successful in free-energy calcu-
lations, as when determining the potential of mean force over
three-atom bending angles and four-atom torsion angles [47].
However, sometimes the necessary condition that ξ must
be unique and differentiable with respect to the Cartesian
coordinates of atoms is not satisfied.

To overcome this problem, we use one “virtual” reaction
coordinate ξ to describe the transition path. ξ = 0 means
initial state and ξ = 1 means final state. Here ξ increases
monotonically, and corresponds to the transition process in
a high-dimensional space with L degrees of freedom (or
constraints). Similar to Ref. [48], for the kth snapshot in the
path, its value ξk is defined as

ξk =
∑k

m=1

√∑L
i=1 �χ2

m,i∑N
m=1

√∑L
i=1 �χ2

m,i

. (3)

Here χm,i is the value of the constraint i in the mth snapshot.
�χm,i is the difference between χm,i and χm,i+1. N is the total
number of snapshots in the path.

For each fragment of the path (between successive snap-
shots), the free-energy difference can be expressed in a finite
difference form [16]:

�F (ξk) =
L∑

i=1

〈λi〉ξk
�χi − kBT ln〈|Z|−1/2〉|ξk+1

ξk
. (4)

Here 〈〉ξk indicates that the system is constrained at ξ = ξk

in the simulation (corresponding to the kth snapshot), and λi

is the Lagrange’s multiplier for the ith constraint. Finally, the
free-energy differences of all the fragments in the path are
summed together to provide the complete free-energy profile
for the transition.

B. Model

The model used in our work is calmodulin. It is a small
protein with a highly conserved sequence in eukaryotic cells
[17,22,49] (Fig. 1). It has a dumbbell-like structure, that is,
two globular domains connected by a long and flexible helix.
Each domain is constructed of two EF-hand motifs, which
are well known in calcium-binding ability [50]. To check the
binding affinity of each of the four EF-hand loops, we try
to use constrained free-energy differences for them between
their bound states and unbound states. Here both the bound

FIG. 2. (Color online) The structures of the four EF-hand loops of
calmodulin in bound [blue (dark gray), PDBid: 1CLL] and unbound
[green (light gray), PDBid: 1CFD] state. The yellow spheres in the
figure represent the calcium ions. All the amino acids coordinating
the calcium ions are illustrated in stick mode. The figure is produced
by VMD [66].

state (PDBid: 1CLL) and unbound state (PDBid: 1CFD) of
the calmodulin are taken from the protein data bank (PDB)
database [51] (Fig. 2).

C. Simulation detail

The optimization and MD software we use is TINKER [52]
with the AMBER PARM96 force field [53]. But an additional
free-energy calculation module is implemented by ourselves.
The simulations are carried out at a normal temperature of
298 K, which is controlled by the Berendsen method [54]. The
integration time step is 1.0 fs. To ensure the flexibility and
mobility of the peptide, no bonds or angles are constrained.
Moreover, there is no cutoff for both electrostatic and van der
Waals interactions.

To simulate the aqueous environment, we use the General-
ized Born Surface Area (GBSA) model [3,55] as an implicit
solvent model. It is an approximation model of explicit solvent.
Some previous studies have shown its reliability in protein
folding [56–58] and in binding free-energy calculation [6]. In
the GBSA model used in our work [3,55], the solvation free
energy of calcium is − 363.563 kcal/mol. It is approximately
close to the simulation result (–360.300 kcal/mol) [59] and
experimental result (–357.200 kcal/mol) [60] from other
groups. The total simulation time depends on the number of
intermediate structures in the path. This number is usually very
large, generally over one hundred, even for short peptides.
To increase the efficiency, we use the parallel strategy in
the simulation, implemented by MPICH2 software [61]. In the
simulation, according to the processor number, the total path
is evenly divided into N parts (N is the number of processors),
and each processor handles its own part. Finally, all the data
from different processors are collected together to give the
complete free-energy profile.
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III. RESULTS AND DISCUSSIONS

In this work, a fragmental path-based constrained dynamic
is applied to the binding free-energy calculation [16]. The
predefined path directly connects the bound and unbound state
of the loop-calcium complex. Here the bound states of the four
EF-hand loop-calcium complexes (12 residues) are extracted
from the crystal structure (PDBid: 1CLL), with proper caption
atoms at two ends. And the corresponding unbound states are
chosen from ion-free calmodulin structure (PDBid: 1CFD)
(Fig. 2). All the structures are simulated for 1 ns in the solvent
for equilibrium.

To do the formal calculation, an optimized path connecting
the bound and unbound states is first built [16,62]. All the key
dihedrals in the loop and the distance between the calcium
and the loop (center of mass of coordinating atoms) are
chosen as the constrained degrees of freedom. There are two
stages in the transition path, named the binding stage and
the approaching stage, respectively. During the first binding
stage, all these key dihedrals are optimized from initial bound
state to the final unbound state by restraint potential, and the
calcium-loop distance is adjusted from that in the bound state
to 20 Å. In this stage, the EF-hand loop begins to react to
calcium and complete the whole unbound-to-bound structural
transformation. For the second approaching stage, the calcium
is perturbed from 20 to 200 Å away, with 0.1-Å intervals.
During this stage, the EF-hand loop recognizes the distant
calcium ion but stays in the unbound state in the process. The
numerical free-energy result shows that this distance (200 Å)
is far enough away to divide the complex into individual
monomers, which is important for us to get the real binding
free energy. Although this transition path is set by careful
consideration, it may not be the real ion-binding process, but
our object is to compute the complex binding free energy (i.e.,
binding affinity), which is a well-known state function. So any
end-to-end path can satisfy this requirement.

In the following, we will give the details of the path to
make sure it is really a transition path. First, the RMSD of
all atoms in the four loops during the binding stage is shown
in Fig. 3. The starting point of the path is the bound state,
and the end point is the unbound state. The number along
the x axis gives the index of the snapshot in the transition
path. At the beginning, all the RMSDs are over 3.0 Å, which
indicates the large structural difference between bound and
unbound state. This calcium-loop binding case is definitely
not a rigid docking process. So if only considering near-bound
conformations in the calculation, as in the thermodynamic
cycle method, it would give biased free-energy results. During
the binding process, all the RMSDs decrease gradually, except
that the RMSD of loop I increases for almost 1 Å, meaning
that it undergoes an expanding-collapsing process. At the end
of the path, all RMSDs fall down to 0.1 Å. It proves that
all these four loops have reached the defined unbound states
when the transition finished. This is a complete transition
path.

Figure 4 gives the variance of calcium-loop distance along
the path. The distance is defined by the position of calcium and
the center of mass of all six coordinate atoms in EF-hand loops.
All the loop complexes have the same set of coordinate atoms:
one side chain oxygen atom (named “OD1”) in residues 1, 3, 5;

 0

 2

 4

 6

 0  200  400  600  800  1000  1200  1400  1600  1800

(a)

 0

 2

 4

 6

 0  200  400  600  800  1000  1200  1400  1600  1800

(b)

 0

 2

 4

 6

 0  200  400  600  800  1000  1200  1400  1600

(c)

 0

 2

 4

 6

 0  200  400  600  800  1000  1200  1400
Snapshots

(d)

R
M

S
D

 (
Å

)
R

M
S

D
 (

Å
)

R
M

S
D

 (
Å

)
R

M
S

D
 (

Å
)

FIG. 3. (Color online) All-atom RMSD variance of the four EF-
hand loops in the calcium-binding stage, from bound to unbound
state. Here x axis indicates the index of snapshot in the transition
path.

one backbone oxygen atom (named “O”) in residue 7; and two
side chain oxygen atoms (named “OE1” and “OE2”) in residue
12 (shown in Fig. 2). From Fig. 4, we find that the calcium-loop
distance varies, just as we expected in the first binding stage,
from the value in the bound state to 20 Å. It validates the
transition path again. Then in the second approaching stage,
the distance is increased to 200 Å far away, 0.1 Å per snapshot.

Now, we will perform the formal free-energy calculation by
constrained dynamics along the predefined bound-to-unbound
transition path [with Eq. (4)]. For each calcium-loop complex,
four independent trajectories are carried out. In the simulation,
the CPU time spent on each individual snapshot is different. It
depends on the error function defined as follows:

f =
√√√√ L∑

i=1

σ (λχi
)(�χi)2 + (−kBT )2

σ (|Z|−1/2)

〈|Z|−1/2〉ξk

. (5)
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FIG. 4. (Color online) The variance of distance between calcium
ion and EF-hand loops in the calcium-binding stage, from bound to
unbound state. Here x axis indicates the index of snapshot in the
transition path.
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FIG. 5. (Color online) The iteration error via time for the four
calcium-loop complexes (see the definition of the error function in
the Materials and Methods section). All units are in kcal/mol.

Here σ (x) is the square error of any variable x. For each
snapshot in the path, the program will check the error on-the-fly
after the first 10-ps relaxation period, and then the iteration
will be terminated when the error is lower than 0.01 kcal/mol.
With this strategy, the simulation will do more iteration steps
automatically in the high-energy states. On the average, it takes
about 90 ps for each snapshot in the path, and the total time
for the whole path is about 300 ns.

As we noted before, the loop structure varies greatly in the
binding stage (from unbound structure to bound structure), and
the calcium ion moves greatly in the approaching stage (from
200 to 20 Å). So the total iteration error is the combination of
the two sources. The final error function versus time is plotted
in Fig. 5. It shows that the error is lower than 0.01 kcal/mol in
the whole path and just satisfies the stop condition we set.

In the following, we will discuss the results of the free-
energy calculation. The averaged free-energy value of all
the four trajectories is shown in Fig. 6. Figures 6(a)–6(d)
correspond to calcium-loop I–IV complexes. From the figure,
it is clear that the free energy varies greatly during the whole
transformation process. Initially, it increases to higher than
80 kcal/mol. This corresponds to the rotation of side chains
in the loop. Then it goes down in two steps. The first step
(decreasing to about 40 kcal/mol) is related to the movement
of calcium ion, leaving from its docking pocket to 20 Å. The
second decrease of free energy is related to the approaching
stage in the transition path. As described above, in this stage,
the loop stays in the unbound state and the calcium ion moves
to 200 Å away. Although the free energies change greatly
for all these four complexes, the final end-to-end free-energy
differences are very small, which fall into the same order of
magnitude of experimental results.

To further consider the flexibility of the molecule, we
performed two more simulations in the bound and unbound
state, respectively. This idea comes from Straatsma and
McCammon’s paper [63]. In the simulation, standard free-
energy perturbation (FEP) with restraint potential was used.
The free-energy difference was evaluated by

�F = −kBT ln〈exp(−�U )〉. (6)
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FIG. 6. (Color online) Free-energy variance along the transition
path from bound state to unbound state. (a) Calcium-loop I com-
plex; (b) calcium-loop II complex; (c) calcium-loop III complex;
(d) calcium-loop IV complex. The calculation is performed by
constrained dynamics. All the units are in kcal/mol.

Here �U = k(θ (�r) − θ0)2 is the restraint potential, with force
constant k = 10.0 kcal/(mol rad2). The θ includes the same key
dihedrals that were used in the previous constrained dynamics.
Both simulations last for 5 ns, and all the simulation conditions
are the same as before. These two additional simulations can
give the free-energy difference of the molecule between its
rigid and flexible conformation. Combining these data with
those from the transition path, we can have a complete free-
energy difference or binding free energy.

Table I gives the final result. Here �Fbound and �Funbound

are the calculated free-energy differences at the bound and
unbound state by the method of free-energy perturbation with
restrained potential. �Fpath is the calculated free-energy dif-
ference along the transition path by the method of constrained
dynamics. The sum of all the differences above gives the
total binding free energy �F for each calcium-loop complex
between the bound and unbound states. Furthermore, we
also compute the enthalpy difference �H (averaged potential
energy) and entropy difference − T �S.

From the table, it is clear that the free-energy difference
between the bound and unbound states is relatively small,
compared to the large variance of enthalpy and entropy. This is
in agreement with the rule of entropy-enthalpy compensation
[64], which has been observed in the previous free-energy
calculation [1,2]. It indicates that the receptor-ligand binding
in the biological system could be an enthalpy-favorable and
entropy-unfavorable process. The loss of entropy is compen-
sated by the decrease of enthalpy, so the variance of the total
free energy is very small. It should be noted that the entropy
contribution in our work is larger than that in Lepsik and Field’s
paper [37]. They calculated the entropy with the quasiharmonic
approximation. That is, the molecule was assumed to be very
stable in the simulation and its entropy could be divided
into translational, rotational, and vibrational components. This
approximation is reasonable for stable molecules. But it has
been revealed in some papers that the calmodulin undergoes
large structural movement in the unbound state ([24,25,65]),

062705-5



CHEN, HUANG, JIANG, AND XIAO PHYSICAL REVIEW E 87, 062705 (2013)

TABLE I. Thermodynamic variable differences between bound
and unbound state for each calcium-loop complex. The values in
parentheses are statistical errors. Each one represents the square error
of four independent trajectories. All units are in kcal/mol.

Complex �Fbound
a �Fpath

b �Funbound
c �F d �H e –T �Sf

Cal-loop I 4.432 − 4.9 3.883 − 5.4 − 57.53 52.13
(0.011) (2.9) (0.012) (2.9) (0.18) (3.1)

Cal-loop II 4.057 0.7 3.395 0.0 − 46.75 46.75
(0.006) (1.9) (0.008) (1.9) (0.14) (2.0)

Cal-loop III 3.972 − 1.7 3.407 − 2.3 − 49.82 47.52
(0.004) (1.5) (0.008) (1.5) (0.06) (1.6)

Cal-loop IV 4.651 5.1 3.772 4.2 − 62.0 66.2
(0.013) (0.8) (0.005) (0.8) (0.4) (1.2)

a�Fbound: The free-energy difference between restrained and unre-
strained conformations in the bound state.
b�Fpath: The free-energy difference along the transition path from
unbound to bound state.
c�Funbound: The free-energy difference between restrained and unre-
strained conformations in the unbound states.
d�F : The total free-energy difference (or binding free energy)
between bound and unbound states.
e�H : The enthalpy difference between bound and unbound state,
given by the averaged potential from all-atom force field.
f–T �S: The entropy difference between bound and unbound state,
obtained by − T �S = �F–�H .

so the quasiharmonic approximation may not be suitable for
this system. As a comparison, in our work the entropy was
calculated in a different way. First the binding free energy and
the related enthalpy were obtained from the simulations. Then
we used the formula − T �S = �F–�H to get the entropy
component, so there was no quasiharmonic approximation
in the calculation. We think this way is better for entropy
calculation of flexible molecules.

Based on the data in Table I, loop I has the strongest
calcium-binding affinity and loop IV the weakest. This
difference comes from their special enthalpy and entropy
contributions. For enthalpy, the averaged interaction energy
between the calcium ion and four loops in the bound state (the
minimized structure) is − 276.146, − 252.276, − 270.182,
− 277.127 kcal/mol, respectively. This interaction includes
van der Waals, electrostatic, and GB polarized energy. Among
them, electrostatic interaction plays the critical role, especially
for the fifth residue in the loops. The electrostatic energy
between calcium ion and ASP5 in loop I or IV is about
− 200 kcal/mol, which is rather stronger than that between
calcium and ASN5 in loop II or III. So the enthalpy contribu-
tion makes loops I and IV more favorable to the calcium ion
than the other two loops. Moreover, Table I shows that, when
the conformation transfers from unbound to bound state, the
calcium-loop IV complex lost the largest amount of entropy.
This disfavored contribution elevates the enthalpy difference
and decreases the binding affinity of the fourth loop. But for
loop I, the lost entropy is close to the other two loops, loops
II and III. So as a result, calcium-loop I complex shows the
lowest binding free energy.

Finally, we will show the unbound-to-bound free-energy
differences for all four calcium-loop complexes, together with
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FIG. 7. Binding free energies of four calcium-loop complexes
obtained by the constrained dynamics method (open boxes), together
with data from thermodynamic cycle method (shaded boxes) [37]
and experiment (solid boxes) [36] in other groups. Note that (1)
The error bar in constrained dynamics is the square error of four
independent trajectories (shown in Table I). (2) The original data
based on thermodynamic cycle method are too large to be placed
together with others, so they are shifted 224.5 kcal/mol up to make
the value of the first complex zero.

the data from the thermodynamic cycle method [37] and
experiment [36] (Fig. 7). Here in the figure, the error bar of the
data in our work is just the square error of four independent
trajectories. In summary, the free-energy differences from
calcium-loop I–IV complexes in our work are − 5.4 ± 2.9,
0.0 ± 1.9, − 2.3 ± 1.5, and 4.2 ± 0.8 kcal/mol, respectively.
All the data have been illustrated in Fig. 7. The data from the
thermodynamic cycle method are binding energy, not binding
free energy. But the authors explained in their paper [37]
that the variances of entropies between the four calcium-loop
complexes were small. They omitted this term in the final
results. So here we just assume their data as binding free
energies. Since their data exceed the order of magnitude of the
experiment, it is difficult to place them together with others.
So for better illustration, all the data from the thermodynamic
cycle method were shifted 224.5 kcal/mol up to make the
value of the first complex as zero. From the figure, it could
be found that the relative binding free energies of the four
calcium-loop complexes in constrained dynamics are closer to
experimental results. The ranked calcium-binding affinities of
the four EF-hand loops are in the order, I > II ≈ III > IV. This
is perfectly in agreement with experimental data, and validates
the fact that the N-terminal domain has a smaller dissociation
constant or higher calcium-binding affinity than the C-terminal
domain [33,34].

IV. CONCLUSIONS

Protein-ligand complex is a typical molecular system in
the living cell and the calculation of its binding free energy
in a high level has always been important in computational
biology. A reliable free-energy value can tell us the possibility
of two monomers to bind to each other under certain condition
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or which ligand among a large amount of candidates has the
strongest binding affinity to the receptor.

Due to low price and high speed, the theoretical method
is a potential way to cooperate with experiment. Up to now,
the thermodynamic cycle method has been widely used in
this field. It computes the absolute binding free energy by
subtraction of other linkages in the thermodynamic cycle [1,2].
This method is efficient and practical, but it is not so easy to
handle the flexible unbound state and the entropy contribution.
The same challenge also exists in the simulation of alchemical
reactions.

In this work, we use the constrained dynamics to calculate
the absolute binding free energy of the complex, exactly from

unbound to bound state. The final test on the calcium-loop
complexes shows that this method is practical. Compared to
experiment [36], it gives proper relative binding affinities. So
this simulation method based on constrained dynamics may be
an alternative and promising tool to study the protein-ligand
binding problem.
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