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Selection theory of free dendritic growth in a potential flow
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The Kruskal-Segur approach to selection theory in diffusion-limited or Laplacian growth is extended via
combination with the Zauderer decomposition scheme. This way nonlinear bulk equations become tractable. To
demonstrate the method, we apply it to two-dimensional crystal growth in a potential flow. We omit the simplifying
approximations used in a preliminary calculation for the same system [Fischaleck, Kassner, Europhys. Lett. 81,
54004 (2008)], thus exhibiting the capability of the method to extend mathematical rigor to more complex

problems than hitherto accessible.
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I. INTRODUCTION

Pattern formation is ubiquitous in nature. Snowflakes
constitute an everyday paradigm of a self-organized structure,
apparently the first that was the subject of scientific study [1].
Any physical pattern possesses at least one characteristic
length scale, and if it is dynamic, it also has a characteristic
time scale. The foremost task of scientific endeavour in the
field of pattern formation is to explain the emergence of these
scales and to determine them quantitatively. Since systems
with linear dynamics will, due to the superposition principle,
not normally single out a particular length scale, an essential
ingredient of pattern-forming systems is the nonlinearity of
their dynamics.'

As it turns out, snowflake-like structures (dendritic mor-
phologies) also arise at microscopic scales in the casting of
metals, and they determine structural properties such as the
strength of the material, which imparted considerably more
importance to scientific preoccupation with them than just
fundamental interest would have.

The first models of dendritic crystal growth assumed
transport of heat away from or material to the growing
nucleus to be simply diffusive, so the term diffusion-limited
growth was coined. Understanding the selection of dynam-
ical features such as a basic length scale and the growth
velocity turned out to be remarkably difficult even within
these simplifying models. Almost 40 years passed between
Ivantsov’s approximate solution [2] that did not exhibit
selection and the development of an analytic theory explaining
the mechanism of structure selection [3-5]. This may seem
even more surprising considering that the bulk equations of
diffusion-limited systems are /inear and the nonlinearity of the
dynamics emerges solely via the equations of motion for the
two-phase interface. In fact, the analytic approaches developed
had to rely heavily on this linearity.
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'Linear systems may display interesting patterns due to boundary
conditions. Chladni figures are a well-known example. However, we
rather speak of pattern formation, when scale selection is intrinsic to
the dynamics.
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Ivantsov’s theory, neglecting surface tension at the bound-
ary between the melt and the solid, predicts only the product
of the tip radius of a dendrite and its growth velocity, as a
function of the undercooling. In experiments, the undercooling
determines both quantities separately. A decisive step towards
the solution was the insight that without surface tension
the problem is ill-posed [6,7] and that the capillary length
has to be taken into account, even if it is much smaller
than any length scale of the arising pattern. Surface tension
regularizes the mathematical problem and drastically alters the
solution space. Without surface tension, there is a continuum
of parabolic needle-crystal solutions. With isotropic surface
tension, there are no solutions with a shape close to one of
these Ivantsov parabolas (or paraboloids), no matter how small
the surface tension, a fact that testifies to the singular nature
of the “perturbation” surface tension. With anisotropic surface
tension, the continuum of Ivantsov solutions is reduced to a
discrete set, with the fastest of the needle-crystal solutions
being the only linearly stable one.> Hence, the selection
problem is broken down into two parts: an existence problem
for a discrete set of solutions and the stability analysis
singling out one element of the set as the one that should
be observed. A completely analogous theory was developed
for Saffman-Taylor fingers in viscous fingering [9-11], where
selection is also due to surface tension, albeit not, of course,
to its anisotropy.

These theories were two-dimensional, just as the original
numerical work giving evidence for a selection mechanism
based on solvability [12-14]. Three-dimensional situations
considered initially referred to axisymmetric crystals [5,13]
and hence were not very realistic. Later, steps were taken
to extend the theory towards nonaxisymmetric needle-crystal
shapes [15,16], and eventually an analytic theory was de-
veloped for the fully nonaxisymmetric case [17,18]; all the

2What is said here for surface tension, holds, mutatis mutandis,
also for interfacial kinetics. With an anisotropic term for the velocity-
dependent deviation of the interface temperature from its equilibrium
value, selection happens even if the Gibbs-Thomson effect is not
taken into account [8]. If both surface tension and the kinetic term
are isotropic, there is no selection of parabolic shapes in free growth.

©2013 American Physical Society


http://dx.doi.org/10.1209/0295-5075/81/54004
http://dx.doi.org/10.1209/0295-5075/81/54004
http://dx.doi.org/10.1103/PhysRevE.87.042405

VON KURNATOWSKI, GRILLENBECK, AND KASSNER

necessary elements of the final complete theory were not
present before Ref. [18].

From the outset, two different analytic approaches were
pursued. With the first method, the equation of motion of
the two-phase interface is linearized, which leads to an
integro-differential equation in nonlocal problems (such as
dendritic growth or viscous fingering). Using Fredholm’s
alternative, a solvability condition is derived that is satisfied
only by a discrete set of values of the selection parameter (a
nondimensionalized surface tension or its inverse) [5,9,19].
The second approach, pioneered by Kruskal and Segur [20],
consists in solving the interface equation far from singular
points in the complex plane via a perturbation expansion in
terms of the small selection parameter and in the vicinity
of these points via a scale transformation and reduction
to a local equation. The two solutions then have to be
asymptotically matched to obtain a globally valid solution.
Parameter relationships established in the matching procedure
yield the selection criterion [4,8,21-24]. There is general
agreement that only the second approach is mathematically
rigorous [11,21,25,26]. The linearization of the first method
introduces approximations that normally will not invalidate
the scaling relations obtained; but it will not reproduce their
prefactors correctly or provide a globally valid approximate
solution. Moreover, if the equations contain more than one
small parameter (say, a kinetic coefficient or a characteristic
number describing the flow, besides the usual selection
parameter), the linearization may produce even worse results
due to the structural instability of the problem [21].

In both approaches, it is necessary to first derive an (integro-
differential) equation for the interface position depending on
a single independent variable. This can be achieved, e.g., by
eliminating the bulk field variables via conformal mapping (in
the viscous fingering case) or using Green’s function methods
(in crystal growth). These techniques are applicable only for
linear bulk equations, which seemed to preclude utilization of
the method for convection problems.

For a long time, the only exception to this restriction had
been the work on two-dimensional crystal growth in an Oseen
flow by Bouissou and Pelcé [27]. To obtain the selection
criterion, they used a method, outlined in Ref. [28], which is
closely related to the first of the two approaches mentioned, and
hence not rigorous. Their method has recently been extended
by Alexandrov et al. [29] to include solute diffusion. The
equation of motion for the deviation of the solution from
that of the problem without surface tension is simplified
in the style of a linear stability analysis which allows to avoid
the derivation of an integro-differential equation. Moreover,
the adjoint linear operator is constructed heuristically in
Fourier space to obtain a solvability condition in the spirit
of the Fredholm alternative, a procedure that may introduce
additional (possibly problematic) approximations.

A different method, having the potential of achieving
the same level of rigor for problems with nonlinear bulk
equations as the asymptotic matching approach, was recently
introduced [30,31]. It consists in a combination of Zauderer’s
decomposition scheme [32] for partial differential equations
with the Kruskal-Segur approach. Zauderer decomposition is
the step allowing reduction of nonlinear bulk equations to
an interface equation and thus circumventing the necessity
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of an exact integral equation, available only for linear bulk
equations. Reference [30], dealing with potential flow, was
more or less a proof of concept, in which we copiously
used additional approximations to simplify the result to an
easily digestable form, allowing us to map it in the end to the
flowless finite Péclet number case treated by Ben Amar [22].
The main purpose of the present paper is to remove these
approximations, which renders the treatment more complex,
but does not impose insurmountable obstacles. Of course, the
mapping obtained gets lost, because it was only approximate.
Clearly, potential flow is not a very realistic assumption, but
it has the advantage that the unperturbed problem is exactly
solvable; the analog of Ivantsov’s analytic solution exists. This
is different in the case treated by Bouissou and Pelcé [27],
where already the zeroth-order problem is solved within an
approximation, replacing the Navier-Stokes equations with
the Oseen problem (which in two dimensions does not even
give a uniform approximation to the true flow [33]). We will
consider more realistic flows and a better approach than the
Oseen approximation in a later publication.

The paper is organized as follows. In Sec. II the model
equations are given. They are nondimensionalized and rewrit-
ten in parabolic coordinates in Sec. III. Section IV gives the
analog of the Ivantsov solution in the presence of a potential
flow. Then the method of Zauderer decomposition is explained
in Sec. V, allowing us to reduce the set of partial differential
equations of the full problem to an integro-differential equation
for the interface alone, without losing the terms decisive for
solvability theory. Next, the decomposed equations are solved
to first order (in the small parameter 27y in Sec. VI. Near the
solid-liquid interface, the relevant behavior beyond all orders
of regular perturbation theory is obtained in Sec. VII from a
WKB analysis. On the other hand, in Sec. VIII, the asymptotic
Kruskal-Segur reduction to a locally valid equation, applicable
near a singularity in the complex plane, is carried out. It leads
to a nonlinear integro-differential equation constituting an
eigenvalue problem. The numerical solution of this eigenvalue
problem determines the selected velocity (and other properties)
of the needle crystal. Detailed results are given for a set
of parameters corresponding to a particular experimental
system, which, however, does not exhibit potential flow, so the
comparison is only qualitative. Some conclusions are offered
in Sec. IX. A few general calculations and slightly elaborate
mathematical conversions are relegated to two Appendices.

II. MODEL EQUATIONS

Heat transport in the liquid and solid phases is described by
the diffusion-advection equations

oT )

W+(W~V)T:DVT 1)
with w the flow velocity in the liquid and w =0 in the
solid. The advection term coupling the temperature and flow
equations renders the bulk problem nonlinear, despite the
simplifying assumption of potential flow made below (which
reduces the flow description to a linear equation). As the
notation suggests, we assume the thermal diffusivity D to be
the same in both phases (symmetric model). We consider an
incompressible flow, which means that a stream function can
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be introduced. In two dimensions, its defining equation takes
the form

w=V x(}e)= wyex - 1ab)cey- 2

Because ¢ depends on x and y only, we obtain V x w =
—Vzw e, and taking the flow to be potential, we have

V2 =0. 3)

When specializing Eq. (1) to one of the phases, we will
denote the temperature variable by 7' and T* in the liquid
and the solid, respectively. Equations (2) and (3) are the bulk
equations of motion for the flow.

Because we are looking for steady-state solutions, we need
not prescribe detailed initial conditions. We must, however,
specify boundary conditions for each of the bulk equations. At
infinity in either the liquid or solid we require homogeneous
Dirichlet boundary conditions for the temperature fields; i.e.,
we set the temperature constant:

T'(x) > Ty for
T°(x) - Ty for

d(x,T) — oo, (4a)
dx,I') - —o0. (4b)

Herein, I' is the interface and d(x,I") denotes a signed distance
function, increasing towards the liquid. T}, is the bulk melting
temperature of the solid, and for crystal growth to occur in
a pure system, we must have 7o, < Tj. The dimensionless
parameter characterizing this undercooling is
A= M, (5)
L/cp

where L and c, are the latent heat and specific heat, both
referred to a unit volume.

Moreover, there are boundary conditions at the interface,
reading

T'|r =TI, (6a)
L

T'|r = Ty — —doka(®), (6b)
Cp

LV, = Dc,[VT*|r — VT'|r] - n. (6¢)

Equation (6a) describes continuity of the temperature across
the interface, and Eq. (6b) is the Gibbs-Thomson condition
giving the equilibrium temperature of a melt-crystal interface
with curvature «. That is, we assume kinetic effects to be
negligible, implying local thermal equilibrium at the interface.
If the interface is given by y = h(x), then « = —h"(x)/[1 +
h'(x)*13/2. dy is the average capillary length,

TM Cp

L2’
where y; is the angular average of the orientation dependent
surface tension y (). 0 is the angle of the interface normal with
some fixed direction, for example, the direction of the y axis.
From the thermodynamics of interfaces we know [34] that
the angular dependence of the nonaveraged capillary length is
not that of the surface tension but that of the surface stiffness
y(0) + y”(0). This is described by the factor a(6) = [y (0) +
y”(0)]/vv. For simplicity, we will assume fourfold anisotropy
here, described by a single harmonic, i.e.,

a(@) =1— Bcos(40). (®)

do = yo 7
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From a mathematical point of view, Eqgs. (6a) and (6b)
together with the boundary conditions at infinity and some
initial condition for the two temperature fields are sufficient to
solve the diffusion problem in the two phases, with given flow
field and interface position. However, the interface position
is a priori unknown, its determination is part of the problem.
Therefore, an additional interface equation is needed. This
is the third boundary condition, the Stefan condition (6c¢).
Physically it follows from energy conservation across the
interface. V,, is the interface normal velocity, and the left-hand
term describes latent heat production due to advancement of
the interface, whereas the right-hand side gives the sum of
the heat currents into the solid and liquid phases. The normal
vector n points from the solid into the liquid.

The flow field w is dynamic only in the liquid. We need
a boundary condition at infinity, where we impose a constant
flow directed opposite to the growth direction of the needle
crystal:

w(x) —» —Ue, for d(x,I')— oo. )]

Because we have potential flow, we cannot impose conditions
for all three components of the flow velocity at the interface;
the Laplace equation for the stream function does not admit
prescription of more than one scalar quantity. Physically, this
is reasonable, since potential flow is frictionless, and hence
we cannot prescribe the tangential velocity at the interface,
because there is no no-slip condition. The normal velocity, on
the other hand, follows from mass conservation. We assume
the simplest case, viz., equal mass densities in the solid
and the liquid. Then the liquid is neither sucked towards the
solid (which would be the case if the density of the solid were
higher than that of the liquid) nor ejected from it. Since the
solid does not move,? the normal velocity of the liquid must
be zero:

n-wXx)r=0. (10)

Equations (1) through (10), supplemented by initial condi-
tions for all the fields, constitute the complete mathematical
description of an idealized physical system. Requiring the
solution to be stationary and to correspond to a crystal growing
at constant velocity V along the y direction we may replace
V, in Eq. (6¢) by Ve, -n = Vn,. Transforming to a moving
frame of reference,

r —>r+ Vte,, (11a)

W — w+ Ve, (11b)

in which the interface is at rest, all time derivatives 9, get
replaced by —V 9. Note that due to the transformation of w,
Eq. (1) is invariant under this change of frame. Nevertheless,
the time derivative can be dropped after the transformation,
because we seek a time-independent solution. Moreover, the
“flow velocity in the solid” becomes —Ve, by virtue of the
transformation.

3Meaning that no volume element of the solid is in motion. The
interface moves, of course, due to the addition of solid.
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III. PARABOLIC COORDINATES AND
NONDIMENSIONALIZATION

A family of exact analytic steady-state solutions to the
model equations exists for vanishing capillary length and,
similar to Ivantsov’s solution in the flowless case, the crystal
interface is parabolic [35-37]. Therefore, it is useful to intro-
duce parabolic coordinates. We employ conformal parabolic
coordinates

x=nE y=1inr-82, (12)

their advantage being equality of the scale factors gz =

&y = V&2 + n%. In the Appendix, some of the transformation
formulas are given.

To nondimensionalize the equations, we use the tip radius
p of the Ivantsov-like solution, defined as the inverse of the
curvature at the tip, as a length scale. The corresponding
diffusion time p?/D is taken as a time scale

02

t —t. 13
-3 (13)

K
xsy - szpyv K — —,
1Y

Note that this implies & and 5 to scale with \/o: &,n —
JPEND.

The nondimensional form of the flow velocity follows
immediately:

W= —Ww. (14)
0

(This implies v — Dv.) The nondimensional flow velocity
at infinity then becomes
pU
Pr=—
=D

the so-called flow Péclet number. Moreover, it will turn out
useful to include the growth Péclet number

, 15)

pV
P.=— 16
D (16)
into the prescription for nondimensionalization of temperature
L
T — Ty + —P.T, )
Cp

which means that the nondimensional temperature in the liquid
approaches —A / P, at infinity.

With these transformations and dropping time derivatives,
as we are interested in stationary solutions, we obtain the
following set of bulk equations:

Uy T — Ty = Tf + T}, (18a)
P (T —nT)) =T + T, (18b)
Ver + Yy = 0. (18¢)

The boundary conditions for the fields at the interface now
read

T =T, (192)

T' = —loka(9), (19b)

End = —n, (T, = T})+T; = T,,  (19)

Ve + iy = Pe (s +m,E), (19d)
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¢=-1"Y ¢=1
£=-2 i

n=1

FIG. 1. Coordinate lines for conformal parabolic coordinates.
Note that these coordinates will cover the xy plane twice, if negative
values for 1 are admitted.

where 1,(£) is the interface position, a prime means a derivative
with respect to £ along the interface, and

2d,
o =
pPe

is the selection or stability parameter. (In order not to
overburden the notation, we have dropped the qualifier |p
next to the fields and their derivatives, indicating that these
quantities have to be evaluated at the interface position.)

Finally, the boundary conditions at infinity may be written
(see Fig. 1)

(20)

; A
T — 5 (n — 00), (21a)
TP -0 (n<l1, & - 00), (21b)
Y ~ (Pr+ Pong  (n — 00), (21¢)

the last equation being an asymptotic equality [38].

IV. EXACT SOLUTION IN THE ABSENCE
OF SURFACE TENSION

If we neglect surface tension in the spirit of Ivantsov,
Egs. (19a) and (19b) tell us that with vanishing capillary
length the interface becomes an isotherm, T! Ir=T°r=0.
Assuming it to be a coordinate line suggests the temperature
field to depend on one of the coordinates only, i.e., T = T(n).
Inserting this into (18a) and (18b), we have

Vs Tnl = Tﬂln’
—PchnS = T,fn.

(22a)
(22b)
In view of boundary condition (21b), we see that the second

equation is solved by T° = 0. The first can have a purely n
dependent solution only if

v =E&f(). (23)
Inserting this into (18c), we find
') =0= f(n) =cin+ e, (24)
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with constants ¢; and ¢, to be determined from the two bound-
ary conditions [(19d), (21¢)]. By assumption, the interface is
at n,(§) = 1, so (19d) simplifies into (1) = P.. We find
¢y = Py + P and ¢c; = — Py. Therefore,

v =y =E[Py+ Pr(n— D] (25)

This leaves us with the ordinary second-order differential
equation (22;1)T,§,7 +[Pen+ Pr(n — 1)]Tﬂl = 0 subject to the
boundary conditions T/(1) =0 and (21a). The solution is
straightforward:

2 _

n P , 2
T =TV = —* f e FIEOD gy (26)

1

where P. is determined as a function of A and P from

[o¢]
Ak / e HP=F 0= gy 27)
Pc 1

In the limit Py — 0, this becomes identical to the usual
Ivantsov relation for diffusion-limited dendritic growth,
whereas for P, < Py we can evaluate the formula analytically,
which yields A = P.,/m/2P;. In practice, we will determine
P. = P.(A, Py) numerically from Eq. (27).

The selection problem arises in the same way here as in the
flowless case: only P, is determined, given the undercooling
and the imposed flow, by the Ivantsov-like solution. Given P,,
we can calculate the product of the growth rate V and the tip
radius p but not both quantities separately. Ivantsov’s approach
eliminates the parameter o from the equations. As (20) shows,
we may calculate p once we know o and P,. So the aim must
be to include o into the theory and to obtain a value for it.

For easy reference, we will call the solution (25)—(27) the
flow-Ivantsov solution.

V. ZAUDERER DECOMPOSITION AND CONTINUATION
TO THE COMPLEX PLANE

The approach to be followed is singular perturbation theory
about the flow-Ivantsov solution.* Thus, we shall consider
small deviations from it:

T —>TV+T and ¥ — vV + vy, (28)

but we will be careful to avoid illegitimate linearizations. In
particular, we will not linearize terms containing derivatives
of the interface position.

In this first approach, we shall restrict ourselves to the limit
of small growth Péclet number, i.e., P. < 1. As it turns out,
interesting results for the selection parameter arise only, if we
also assume P. << Py. In particular, this means that terms with
afactor of P, will be neglected in the exponentials of Eq. (26).°

“As we shall see later, we do not precisely expand about the flow-
Ivantsov solution but rather about an approximation to it that becomes
accurate in the vicinity of the appropriate complex-plane singularity.

SThey could equally well be neglected in the exponentials of
Eq. (27), but that equation does not appear in the calculation of the
selection parameter o. It is only needed to obtain P, for given values
of A and Py, once numbers are to be extracted from the equations.
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The diffusion-advection equation (18a) then becomes an
inhomogeneous equation for the temperature deviation, in the
liquid, from the flow-Ivantsov solution

Tie + T}, — by + EP)T;
,
+ e + Pr(n — DIT] = yee™ 207" (29)

The only approximation in this equation is that P, has been
set equal to zero. All field nonlinearities are still present.

In the solid [Eq. (18b)], we just drop the terms multiplied
by P, and obtain a Laplace equation

T;: +T,,=0, (30)
and Eq. (18c¢), being linear, remains formally unchanged,
Yee + Yy =0, G

but the meaning of i is now different (it is the deviation of the
stream function from its form in the flow-Ivantsov solution).

To rewrite the boundary conditions, we set n, = 1 + h().
While it is legitimate to view 4(€) as a small quantity, this may
not be true for 4’'(§) and higher derivatives. Expanding (19a)
about the flow-Ivantsov solution, we have TV|r + T'|r =
T =1 h + T'(E,1) = T*|r = T*(&,1). Later, we will need
the derivative of the interface temperature with respect to £.
We are then not allowed to simply take the partial derivative
of the temperature field with respect to &, which would
give T} — h'(§) = T; (because 9,T"|,—; = —1). Actually, the
derivative must be taken along the interface, so we obtain TEI +
T,f h'(§) — h'() = T; + T, h'(§) instead. Keeping this proviso
in mind, we may use the simpler form before differentiation as
the shortest description of the appropriate boundary condition.
The full set of interface boundary conditions then reads

" +h=T, (32a)

T = —%mca(@), (32b)
(2 D s g

[Eh] = (an h ag) (TS =TH, (320

Ve + W'y, = —Pr[hE]. (32d)

All of these are evaluated at n = 1, but if they are to be
differentiated, then this has to be done before setting n = 1
and field derivatives with respect to n will arise.

Zauderer’s asymptotic decomposition [32] is a projection
scheme reducing the solution of a system of partial differential
equations (PDEs) to the solution of a series of first-order
equations. These may be decoupled within a perturbative
approach, if a small parameter or slow variable is available.
(Otherwise, the series of first-order equations does not of-
fer any simplification over the original system of PDEs.)
Originally conceived for hyperbolic equations, the method
generalizes to elliptic systems in the complex plane.

Asymptotic decomposition seems to have largely passed
into oblivion (at least in the physics world), possibly because
often multiscale expansions are superior to it, leading to
more easily tractable equations. Nevertheless, for the problem
considered here, Zauderer decomposition is particularly well
suited, not losing information about transcendentally small
terms (if the “principal part” [32] of the set of equations is
chosen correctly).
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In Ref. [30], we discussed that in the case of purely
diffusive transport and in the limit of small growth Péclet
number, Zauderer decomposition of the transport equations is
equivalent to their factorization

O +i0)T' =0, (3 —id,)T* =0, (33)

and that a few simple manipulations of these partial differential
equations using the boundary conditions lead to a local
equation for the interface position i(§),

oca@) = (1 —i&)h(E). (34)

This equation contains the complete information needed to
compute the mismatch function that has to be zero at the tip
of the needle crystal for selection to be possible. Near the
singularity £ = —i in the complex plane, Eq. (34) describes
the dominant behavior of the solution.

Equations (33) are, due to their simplicity, well suited for a
discussion of the strategy of our approach. Typically, Zauderer
decompostion produces, from the basic partial differential
equations of the problem, a leading-order or “principal-part”
equation in each domain that is first order and easily solvable
(for example by the method of characteristics). The complete
solution will be a sum of this leading term and other
contributions that may be calculated in subsequent steps of
the perturbative scheme. In the simple case considered here
for explanatory purposes, the temperature field satisfies the
Laplace equation factorizing in the complex plane (a formal
Zauderer decomposition just reproduces this factorization).
Solving the factorized equations, one finds

TE.n) = hHlE+itn— DI+ fol§ —iln =D (35)

with analytic functions f; and f5. Inserting this solution into
the boundary conditions at n = 1 and analytically continuing
the resulting equations to w = —i (where w is the analytic
continuation of &), some of their terms must become singular
in the limit 2(§) < 1 (6 — 0), because the curvature term in
Eq. (34) becomes singular in that limit [see Eq. (A9)]. The
solution for 7! must be analytic in the liquid, i.e., for n > 1,
corresponding to the upper half complex plane. Hence the
f> term will remain analytic near w = —i.® The important
contribution to 7' that may diverge near the singularity will
then come from fj, and this function is the solution to the
first equation of Eq. (33). Similarly, it may be argued that
in the solid the f, term is the important one; it solves the
second equation of Eq. (33). Thus, Egs. (33) give us a solution
that is valid near the singularity. At the interface, far away
from the singularity, this approximation is also justified (albeit
to a lesser degree), because there the curvature term in the
boundary conditions can be linearized. For the (homogenous
part of) the linearized equations, each of the f; and f, terms
alone is a solution. To obtain the full solution, the second
singularity at w = i has to be taken into account. To treat that
case, the lowest order equations for T! and T* would have to
be interchanged. So the choice of the sign of the 9, term in
the factorization depends on the singularity considered, and

The argument —i to f; obtained by settingw = & = —i andn = 1
can alternatively be constructed setting§ =0andn =2 > 1.
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the signs for the liquid and solid domains must be opposite
to each other. In our simple example, it is sufficient to just
consider one singularity, because the result for the second will
be the complex conjugate of that for the first.

Having an asymptotic solution that is valid both near the
singularity and all the way to the interface, we may then impose
the solvability condition of a vanishing mismatch function on
this solution.”

In the general case, we cannot simply factorize the basic
partial differential equation but achieve the reduction of
order enabling analytic solutions by Zauderer decomposition.
Analytic continuation to the complex plane will again prove
useful. A convenient starting point consists in representing the
partial differential equations as a set of first order equations.
We define

1 K
() w0 v ()
T, T, Yy
0 1 —ug —U
=<—1 o>’ B=<00 00)’ €=

uo =Yy, +&Pr, vo=—Ye—Pr(n—1),

F, 0O
0o o)

Fy=—e 3017, (36)
The governing equations then become

We + AW, + BW +CV =0, (37a)

W; + AW, =0, (37b)

V: + AV, =0. (37c)

A is a constant matrix, B and C are assumed to vary slowly as
functions of 1 and £ in the vicinity of the Kruskal-Segur point
(w = —i). This suggests a scale transformation &, n — €&, en,
emphasizing the derivative terms in Eq. (37). As discussed
in Ref. [30], ¢ may be related to the stability parameter
after solution of the selection problem, giving & o< o%/”.
We will expand equations in powers of &, drop terms of
order &> and higher and set ¢ = 1 afterwards to simplify
the notation. A key of Zauderer’s approach is to rewrite the
system of equations in terms of eigenvectors of the matrix
A appearing in its principal part (here given by expressions
of the form f: + Af;) and to obtain decoupled equations
for their coefficients, using appropriate projections onto the
eigenvectors. The eigenvectors of A are

(V) () e

corresponding to the eigenvalues i and —i, respectively.
Since A is anti-Hermitean and the eigenvalues different, these
eigenvectors are orthogonal (but the formalism does not rely
on this). We expand the field vectors in terms of r; and r;:

W = Mr; + &eNr,, (39a)
WS = N°r,, (39b)
V = xry, (39c¢)

7Actually, what is important is not that the solution remains a
good approximation near the interface but only that it captures the
transcendental term which in regular perturbation theory lies beyond
all orders.
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where the choice of a prefactor ¢ in front of the coefficient
function N is dictated by our expectation of this term being
small in the liquid, because r is the eigenvector leading to an
equation of the form M; + i M, = Ointhe limite — Othatcan
be identified with the flowless case [see Eq. (37a), where the B
and C terms become negligible after the scale transformation in
the limit & — 0]. For the case without flow, we have identified
this form to correspond to the equation generating the relevant
component of our solution in the vicinity of the singularity
w = —i. With flow, there will be corrections of order ¢ that
we wish to calculate. That we have completely dropped one
of the eigenvectors in Egs. (39b) and (39¢) is due to the fact
that Egs. (37b) and (37c) have only principal parts, so the
coefficients of the dropped eigenvectors decouple completely.
Equation (37b) holds in the solid, so we expect the r, term to be
dominant, Eq. (37c) refers to the liquid domain, so the r; term
should be dominant. Once we have calculated the coefficient
functions M, N, N¥, and x, we may obtain the temperature
and flow fields from

T = —i(M —&N), T,=M+¢N, (40a)
T, =iN’, T, =N°, (40b)
Ve =—ix, ¥y=1x (40c)

equations that also allow us to obtain boundary conditions for
the coefficient functions from Egs. (32).

Plugging Eq. (39) into Eq. (37) and neglecting terms of
order ¢2, we find

Mgl‘l + SNgl‘z + iMnl‘l — iSNnrz

+eBMr; +eCyxr; =0, (41a)
N; — iN; =0, (41b)
xe +ixy =0. (41c)

Next, we project these equations onto the eigenvectors to
cast them in the simplest possible scalar form. Projection
operators on the two eigenvectors are easily constructed
by tensorial multiplication with the dual vectors of the
biorthogonal system constructed from r; and r,. We have

11 —i 11
Plzz(z’ 1)’ P2:§<—i 1)’

jk=12.

(42)
Pjry = 8 T,
Abbreviating a = %(uo + ivg), we may write the projections
of Brj and Cr; as
Fy
PlBl‘l = —ary, P1Cl"1=71"1,
(43)

Fy
PzBl‘] = arp, PzCl‘] = —7[’2.

Applying the projection operators to Eq. (41a) and setting
& = 1, we obtain

F
Mg—l—iM,]—aM—i—?OX =0, (44a)

F,
Ng—iNn+aM—70X =0, (44b)

which together with Egs. (41b) and (41c) gives us four
equations for the four quantities M, N, Ny, and x.
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Finally, the boundary conditions (32) have to be trans-
formed into boundary conditions for our new fields. Because
W, W', and V are defined in terms of derivatives of the
temperature field and the stream function, we have to take
derivatives in Eq. (41c), wherever nondifferentiated temper-
atures appear. It is here where care has to be taken that the
boundary conditions hold along the interface, and hence we do
not obtain a boundary condition for T; directly from Eq. (32a)
or (32b) but one for dT/d& = Tz + h'T,. Using (40), we find
the interface conditions:

_ i [0+ ighT

- , (45a)
2 11w

Y YE A (St 20 (45b)

T

s ia[xa(@)]’

N =ya—a (45¢)
_iPrLERY

R IV (45d)

where the prime always denotes a derivative with respect to
&. Combining the second and third equations, we see that the
equations for M and N decouple from that for N°, because
we can give their boundary condition at the interface without
solving the equation for N* explicitly. (Of course, we have to
make sure that there is a solution in the solid, so the behavior
of N* near the singularity in question is important.)

The boundary conditions at infinity follow from Eq. (21)
combined with Eq. (28) and simply require all fields to go to
zero in the appropriate infinite limit:

M — 0 (n— 00), (46a)
N —=>0 (n— o00), (46b)
N =0 (n<l1, |E] = 00), (46¢)
x—>0 (n— ). (46d)

The alert reader may be surprised that we have eight boundary
conditions [Egs. (45) and (46)] for four first-order differential
equations [Egs. (44), (41b), and (41c)]. The system looks
heavily overdetermined. Normally, this problem does not arise.
If the Zauderer method is applied to a typical boundary value
problem, for example, solving the Laplace equation with
Dirichlet boundary conditions on part of the boundary and
Neumann conditions on the remainder,® then we will obtain
boundary conditions for some combinations of variables at
the first boundary and for others at the second, with the total
number of conditions just corresponding to the total number
of equations. However, our problem is not typical, as is well
known. The interface position itself is an unknown of the
problem, requiring the imposition of an additional boundary
condition at the interface. As a consequence, we obtain a
full set of boundary conditions already from (45), but it is in
terms of the unknown interface position 2(&). The remaining
boundary conditions (46) then are solvability conditions to
be imposed on that unknown function. It will turn out that
three of these conditions can be satisfied automatically by

8In the form we employ, the method is not suited for Dirichlet
boundary conditions, due to the transformation to a first-order system.
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requiring h(&) or the curvature to approach zero sufficiently
fast at infinity. The last one is a nontrivial equation for h(§)
which replaces the integro-differential equation derivable in
problems with linear bulk equations. Applying the Kruskal-
Segur method to this interface equation, we may then derive
the selection equations.

VI. SOLUTION OF THE DECOMPOSED EQUATIONS

All equations to be solved are now first order with linear
derivative terms. This suggests trying their analytic solution
via the method of characteristics, a step allowing us to make
progress despite the nonlinearity of the basic equations.

The principal parts of Eqgs. (41) correspond to two sets
of characteristic coordinates. We start with Eqgs. (41c¢) and
(44a), first setting y = x(s,7)withs = s(&,n)and t = 7(§,n).
The linear combination of derivatives should correspond to a
derivative with respect to s only, which yields the characteristic
equations

d d d
g odn_ . dx _

ds 0 ods U ds “7)
Solving this system with the initial condition
ns=0=1, &=0=r, (48)
we obtain
s=—-i(n—1), (49a)
T=E+i(n—1), (49b)
x = xtm)= - 0L (49¢)

i.e., x is simply the analytic continuation into the upper
n half plane of the function represented by the boundary
condition (45d) at n = 1. This was to be expected, since
Eq. (41c) contains only a principal part. Analyticity requires x
to remain bounded for  — oo; in fact, we have the stronger
condition (46d). To make sure it is satisfied, we may impose
the perturbation (7) to decay fast enough for T — ioo so that
[th(T)] — O.

The case of the function M is more interesting. We have
the same characteristic coordinates s and 7, and the equation
for M takes the form

b iPr[th(r)] rr o
M, — — (2 YA LIUCP) %
K 2(S+T) + 2(1+lh/)gz ( )

Solving this with initial condition (45a), we find

M(s,T) = ie%(szﬂr) [(1+—zr)h]’
2 (1 +in)
2[th] »
_ L(l _ e—Tf”) 7 51)
(1 +ik)

and boundary condition (46a) is satisfied, if again we assume
h(t) - Ofort — ioco.

The characteristic coordinates for the other two equations
are

s=itn—-1), T=§—-i(n—1), (52)

and we obtain

aN" _ 0 (53)
ds
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giving the obvious solution
s _ iok@a®)]
T2 1—-ikGE) ]
and boundary condition (46c¢) is satisfied, if we require the

(derivative of the) curvature term «a to vanish for 7 — —ioco.’
Finally, the equation for N becomes

iPfI(F+ 20T +29)]' 7y
AL+ i (T +25)]

(54)

Py _ o _
N; = —TIM(—s,r +25) +
(55)

with the boundary condition at 5§ = 0, following from Eq. (45b)
and (45c) with & = T:

NG =0y = LOE@ 10 —iDh@T
21—-i(T) 2 1-ik(7)
Equation (55) can be solved by direct quadrature, with the

result

(56)

P §
NG,%) = —Tff/ M(—=5,% +25)ds’
0

ﬁ S (T 4 25)h(T + 25/)]’6%5,/2
2 Jo 14+ ih/ (T +25)

i [oka)(@) [A—-it)hE@)]

2 [1 — i@ 1 —ik(%)

and a sufficient condition for boundary condition (46b) to be

satisfied is

ds’

] . (57

lim N@,7)=0. (58)

§—>100
Evaluation of this requirement will produce the central
equation, to which the Kruskal-Segur method can be applied.
Note that Eq. (58) is an equation for the interface position
h(7) that has to be satisfied identically in the single complex
variable 7. The next task is to cast this equation into a
useful form. Since this is purely technical, we relegate
the calculation to the appendices. The resulting interface
equation is

P
7Tfé/2

pr, 6
UK(S)G(E)=(1—iE)h(§)+%e%é / .

1—ih'(¢) , e
X I:Th’(é’)g (I —i&)Hh(E)

Pf plest oo ” " u
s [ e s
X e%(é'*f")z d%-”i| dg’

P 2 E P ”
Zere [eteln e
< [ emen s

Pfoogr_gm2

~ (E'-&") "
— 2’ ¢33 d

¢ L+ il EDP :

Note that the curvature vanishes for 4 — oo and becomes equal to
the curvature of the Ivantsov parabola for 7 — 0, and hence vanishes
for || — oo in that case.
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e [ 1L EEDHE)
”/ G )[ T inEP

+ /” ( (é// s///)’g///> dg///} dg//}dg/,

(59)

where we have renamed T into & for convenience and replaced
the argument 6 of the anisotropy function also by & [the
dependence a(£) is given in the Appendices]. Note that we can
immediately read off the limit of vanishing flow (P; — 0) and
verify that it agrees with the local equation (34). [This may,
of course, already be seen from Eqgs. (57) and (58).] The full
equation is nonlocal, but it is tractable via asymptotic methods.

In principle, Zauderer’s scheme may be used to solve
the system of Eqs. (37) perturbatively. To carry out this
(complicated) calculation, one would have to keep the dropped
terms of order & and to add terms containing the missing
eigenvectors (and a factor ¢) to Egs. (39b) and (39¢). Inspection
immediately reveals that this expansion in powers of ¢ does
not correspond to a perturbation series about the flow-Ivantsov
solution: setting ¢ = 0 does not give us the full flow-Ivantsov
solution but only the solutions of the first-order equations
obtained from the projection onto eigenvectors of A; e.g., in
the case of the Laplace equation for x we would just obtain
a solution to xg + ix, = 0. However, these pieces of the full
solution are the ones that diverge in the limit 0 — O near
the singularity of interest, whereas the other terms remain
finite. Hence, the lowest-order Zauderer solution corresponds
to the exact solution of the problem near the singularity. So
the perturbative scheme arising from Zauderer decomposition
corresponds to an expansion about the analytic continuation
of the flow-Ivantsov solution in the vicinity of the singularity.
This may be seen as the deeper reason why a condition
for the transcendental term which is beyond all orders in
regular perturbation theory appears already at first order in
our approach: near the singularity this term is not small, so it
has to be present in a Zauderer-type perturbation theory.

We have carried this perturbative approach beyond first
order for the simpler problem without flow. If we expand &
and « in powers of ¢ as well, i.e., h = hg+eh; +--- and
K = ko + €k1 + - - -, a solvability condition similar to Eq. (34)
appears to turn up at the next order involving 4, and «, but
it is automatically satisfied. Hence, it seems that the lowest-
order solvability condition does indeed capture the mismatch
function needed to obtain the selection criterion. While we
knew this to be true from comparison with known results in
the case of Eq. (34), these arguments suggest it to hold in
general, i.e., also for Eq. (59).

In order to obtain the mismatch function (or the contribution
to it by the singularity considered) at the interface, we have
to solve Eq. (59). Far from the singularity, this can be
done by linearization in terms of the interface position &
and its derivatives, which may all be considered small. The
appropriate tool is WKB analysis. Due to the linearity of the
problem, this will provide the solution up to a constant factor
only. Using asymptotic analysis, we can then solve Eq. (59)
near the singularity, taking all important nonlinearities into
account. Asymptotic matching of the two solutions provides
the prefactor of the near-interface solution. The mismatch
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function calculated from it must vanish at the tip of the needle
crystal; this is the solvability condition.
VII. WKB ANALYSIS FAR FROM THE SINGULARITY

Linearizing (59), we obtain the inhomogeneous linear
equation

U[ 1L ME ERE }

(1462 JI+E  (1+&2):

_ . Protrg (5 Pien

= (1= ih(E) + Lo /e F e g h(E ) dE.
(60)

The solution of this consists of a particular solution to
the inhomogeneous equation (which will be captured by
regular perturbation theory) plus the general solution of
the homogeneous equation (with integration constants to be
determined from boundary conditions on /). The latter consists
of an exponentially small and an exponentially large term. The
large term is suppressed already within regular perturbation
theory, but the small one will not appear therein at any finite
order. It becomes important, when, due to symmetries of the
problem, all terms of regular perturbation theory vanish. In the
needle-crystal problem, this is the case at the tip of the crystal.
So the transcendentally small term that must be suppressed can
be identified with the decaying solution of the homogeneous
linear equation corresponding to Eq. (60). Alternatively, we
could argue that the general solution to the inhomogeneous
equation may be obtained, within WKB theory, via the method
of variation of constants [38]. Again, the exponentially large
term must be eliminated by an appropriate choice of an
integration parameter. The exponentially small one has the
same form as the decaying solution of the homogeneous
equation, except that there is now a slowly varying prefactor.
Since the mismatch function is to be evaluated at the tip
position in the end, it has the same form as this solution.

The only tricky part of the calculation of the WKB solution
is the evaluation of the integral in Eq. (60), which can be done
via integration by parts. We obtain

Ld N N R (I
h(E)= BireT™ (1 +i§) s (1 —i§) 5e7 "1 (61)

with an unknown constant B; and

§ 1 3
(1+i&)3 (1 —i&)+ d&’. (62)

—i

So(§) =i

VIII. SOLUTION NEAR THE SINGULARITY

The most appropriate form of Eq. (59) for a local analysis
near the singularity seems to be Eq. (B9). With M given
explicitly, it reads

P ioo Prosn_gm
FE) =-L / / ZZ((?)(“E = >{[<1+is”)h<s”>]/

E,, [E//h(%'//)] (] e e 5))}

_2[5”}1(5”)],8?(5/5//)2> dé:”dé:/- (63)
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Introducing the stretching transformation'®
£ =—i(l — o) (64)

witha = % (obtained from a dominant balance consideration),
we set

h() = o“¢(1), (65)

from which we get
= —ig, (66a)
h' = —o"%p, (66b)

(1 —i&)h = o™ ¢t,

and find, to leading order in o,

F=O_2(X{

(66¢)

1 ¢
V2t +2¢ [(1 — )3
1+¢ } }
ot (67)
(2t +2¢)y/ 1 —¢)2

Rewriting the right-hand side of Eq. (63) in terms of the new
variable is a bit more involved and leads to

Pf f / TL0O) gy
F =
ol ")~ )

+2(t' — t”)¢ dt” dr'. (68)

An important result is that the leading order of o is o3¢,

which in the limit o — O vanishes faster than the leading
order of Eq. (67). This means that for finite P, the selected
stability parameter will be the same as in the flowless case
with otherwise equal parameters. Hence, for the same P,
the same tip radius (and velocity) will be selected with and
without flow. For given undercooling, the selected velocity and
tip radius will be different from the corresponding quantity
of the flowless case only due to the different relationship
(27) between undercooling and growth Péclet number, which
contains a dependency on P, (i.e., for the same A, P, is
different in the two cases). In fact, this result has been used as
an assumption in the past to compute selected growth velocities
in convective situations [39]. Here, it has been proved for
the case of potential flow, but our experience with other flow
patterns suggests this to be a general feature of convection. To
our knowledge, no general proof has been given so far.

To obtain a nontrivial dependency of the stability parameter
on the flow Péclet number, we have to assume large flow
velocities, e.g., Pr = O(0™%) = O(o~%'7). Hence we set

P1 = &G
4

Since we expect that there is no solution in the isotropic
case, we take surface tension anisotropy into account right
away. Performing the stretching transformation for a(f), we
find

(69)

280 72(1 — ¢
Hh=1- — . 70
O T o g 7o

197t should be kept in mind that the variable ¢ introduced here has
nothing to do with a time. Nevertheless, we denote derivatives with
respect to ¢ by overdots.
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The anisotropy parameter B usually is numerically small.
Setting

B=0b=0c""b, (71)
we may cast our interface equation into the form

won [ [ 80

1+ ¢(t”)
+2(t' — t")$] dt" dt’

[ — ¢)

_ 1 ) 14+ ¢ ]
_«/2t+2¢[(1—¢2)z 2t +2¢)/1 — ¢?
[ 2b(1 — ¢)? }
x[1- ——— 2 |,

(t+¢)*(1 + ¢)?

Given the boundary condition that the imaginary part of ¢
vanishes for t — oo (which is the condition that the tip slope
of the needle crystal is equal to zero) and a prescribed value
of Py, this constitutes a nonlinear eigenvalue problem for b.
We have solved this numerically in the complex plane, using
a scheme similar to the one given by Tanveer [21]; we employ
a relaxation method along two straight intersecting lines in
the complex plane, one of them parallel to the imaginary, the
other lying on the real 7 axis. Details of the numerical approach,
which is a root finding problem involving the integration of
several ordinary differential equations and exhibits a certain
level of complexity, will be given elsewhere.

We do not find any solutions with b = 0, suggesting that
there does not exist, as anticipated, any steady-state needle
crystal close to a flow-Ivantsov parabola in the case of isotropic
surface tension.

For anisotropic surface tension, we have the usual re-
lationship between the selected stability parameter and the

anisotropy parameter
B\*
== . 73
o ( b (73)

If the general solution behavior is similar to that of the flowless
case, the solution corresponding to the lowest eigenvalue b
should be the only one that is linearly stable. We assume this
to be true, but have not yet been able to check it.

The relationship between the physical flow Péclet number

and our P; is
b
Py =4P E (74)

Once we have P and o, we may determine P, from Eq. (27),"!
and using the definitions (16) of P, and (20) of o we can
evaluate both the selected tip radius p and tip velocity V.

(72)

Since our calculation is valid for P. <« 1, we might, for finite
Py, use the analytic approximation obtained by setting P. =0 on
the right-hand side of Eq. (27), without changing the order in P,
up to which the calculation is correct; in the case of Py =0, we
first would have to evaluate the integral on the right-hand side, but
could still set P. =0 in the exponential prefactor. The numerical
evaluation of P. from Eq. (27) interpolates smoothly between these
two limits, corresponding to P. o< A and P, oc AZ, respectively. This
is one reason for using the full Eq. (27) rather than its asymptotic
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FIG. 2. The stability parameter o as a function of the flow Péclet
number P;. Material parameters used correspond to pivalic acid with
A =0.0169 and B = 0.09 [47].

Note that while our approximations hold in the limit P, <
Py, which implies in particular an approximation for 7' in
Eq. (26) that does not approach the limit Py — 0 uniformly in
n, the eigenvalue b obtained numerically will still be correct
in that limit, due to the structure of Eq. (59), which reduces to
the selection criterion without flow. Indeed, we have verified
that we obtain the same value of b as Tanveer [21] in the case
without flow.

Although our model is definitely a toy model, as experi-
mental flow patterns and velocities will not be well described
by a potential flow,'> we carry the calculation to its end
using parameters determined for an experimental substance,
pivalic acid. Since it is not to be expected that this will give
more than qualitative trends, the purpose of this exercise is
mostly to demonstrate that the (relatively elaborate) formalism
produces numbers finally and that these numbers do not have
unreasonable orders of magnitude.

Caveats to be kept in mind are the following:

(1) We use the symmetric model, whereas the one-sided
model would be more appropriate for experiments with solute
diffusion. However, this is known to just make a difference of
a factor of two in the selected velocity [42] in the diffusion-
limited case. We expect a similar closeness of results of the
two models in the presence of convection.

(2) Our model is only two-dimensional, which certainly
impedes its quantitative applicability to experiments. On
the other hand, typically the predictions of microscopic

form for small P.. Another reason: the equation represents global
heat conservation that we wish to satisfy as closely as possible.

12A potential flow would be expected around solid helium growing
into its superfluid. For such a system, the Gibbs-Thomson condition
will not describe the interface temperature correctly anymore due
to the appearance of a Kapitza resistance. Moreover, the only
experiments on dendritic growth with solid helium we are aware
of [40,41] (*He, *He) were done at temperatures well above the
transition to superfluidity.
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FIG. 3. The crystal growth velocity V as a function of the flow
velocity U.

solvability theory do not differ much for two-dimensional and
(axisymmetric) three-dimensional systems [43].

(3) More importantly, pivalic acid has kinetic anisotropy,
so it is not to be expected anyway that a model imposing
local equilibrium at the interface will yield a good description.
We chose the experiments from Ref. [44] for comparison,
because they have flow velocities that are in the range of
numerical accessibility for our code, whereas in experiments
with succinonitrile [45] (a system expected to be better
suited for comparison on physical grounds), the imposed flow
velocities were very large, leading to convergence problems in
our eigenvalue computation.

(4) Potential flow and hence our relationship between P.
and Py is not realized in the experiments.

Material parameters were taken from Refs. [44,46,47], and
an undercooling of about 0.2 K (equivalent to A = 0.0169)
was assumed, corresponding to a situation considered in the
experiments. Results are shown in Figs. 2 to 5.

Figure 2 gives the selected value of o as a function of the
flow Péclet number for fixed undercooling A and an anisotropy
parameter that corresponds to a measured value [47].

In Figs. 3 and 4 we give the selected growth velocity V and
tip radius p'? in dimensional form. We refrain from compar-
ing these numerical results with a concrete experiment,
because there are too many uncertainties regarding the ap-
plicability of the toy model to real life.

All that we wish to point out here is that there are power law
scaling relations between the growth velocity and the velocity
of the imposed flow as well as between the tip radius and the
flow velocity, valid in a range of undercoolings. This feature

3This is not the radius of curvature at the tip of the true crystal
but the one corresponding to a flow-Ivantsov solution traveling at the
same velocity; i.e., the radius should be obtained by fitting the tail of
an experimental needle crystal, after removal of noise-induced side
branches, to a parabola. Since correction for side branches is tricky,
one may instead fit to an appropriate piece of the needle crystal ahead
of the side-branching region but not too close to the tip.
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FIG. 4. The tip radius of the needle crystal p as a function of the
flow velocity U.

will probably not disappear in a more quantitative calculation.
In fact, we have checked for an extended range of anisotropies,
thus varying o between small and very large values, that the
scaling exponents change only slightly.

Finally, we do compare the values of p?V obtained from this
calculation with experimental values in a flow situation [44],
because p?V is expected to be a slowly varying quantity,
and therefore what matters mostly is the overall order of
magnitude. As Fig. 5 demonstrates, this quantity compares
reasonably with experiment. In fact, considering that the
experimentalists describe their flow pattern as approximate
Oseen flow, the agreement is not too bad. This should, of
course, not be taken too seriously either. A real comparison
will have to await a calculation with a more realistic flow (and,
for pivalic acid, a different interface boundary condition).

To conclude this section, it may be noted that a local
asymptotic analysis of Eq. (72) for ¢+ — oo yields the same
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FIG. 5. The product p?V as a function of the flow velocity U,
compared with an experiment [44].
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transcendental behavior as Eq. (61) and provides the prefactor
By in terms of the solution of the nonlinear equation (72) as a
function of P; and b. Since the boundary condition on the tip
slope was, however, already incorporated into the numerical
scheme for the solution of Eq. (72), this calculation does not
provide anything new.

IX. CONCLUSIONS

After introducing the combination of Zauderer decompo-
sition with the Kruskal-Segur approach recently [30,31], we
have now presented the method in more detail. The analytic
part of the calculation has been exemplified with a fully
nonlinear problem. Approximations that were introduced in
Ref. [30] for didactic reasons have been removed, rendering
the full power of the method visible.

We believe our approach to be the only one presented so
far that has the potential of a rigorous solution of pattern
selection problems with nonlinear bulk equations. Essentially,
our belief that the method is rigorous rests on two facts: first,
the Zauderer decomposition scheme produces a solution that
becomes exact near the appropriate complex-plane singularity;
second, the WKB solution derived from the interface equation
within the scheme generates the same transcendental terms
that a WKB solution derived from the full system of partial
differential equations would. The second statement has been
shown to be true for the flowless case [31], and we have given
arguments here why it should carry over to the nonlinear case
as well.

The elegance and power of the method show up in its
rendering the purely diffusion-limited case almost trivial
[30,31]. When applied to a problem with nonlinear bulk
equations, calculations certainly become involved. But the
problem remains solvable in a controlled manner, not provided
by other methods. That in the final step the numerical
determination of an eigenvalue becomes necessary should not
prevent us from considering the approach basically analytical.
A similar final step is necessary in almost all related problems
with simpler bulk equations, even though the nonlinear
equation to be solved numerically is less difficult in these
cases.

We are convinced that our method will render a number
of selection problems accessible to solvability theory for
which controlled approximations could not be developed
in the past, thus opening a new line of research. These
problems would include nonlinear diffusion [48], density-
driven convection [49] (for which we have given a preliminary
treatment before [50]), Oseen flow [44,51], and the effect of
the Kapitza resistance on dendritic growth of helium [40,41],
but also pattern selection problems outside of crystal growth,
such as, for example, the motion of the two-phase front
between superconducting and normal conducting parts of a
material [52].
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APPENDIX A: CONFORMAL PARABOLIC COORDINATES

The unnormalized coordinate basis is given by

_9x (0 _ox (¢
‘Sézas_<—é>’ 8"‘%‘(77)’ (AD

which yields g7 = |E:|> =& +n* = |€,)* = ¢}.
For the nabla operator, we get

1 a 0
V=—r——le—+e,— |, (A2)
VEX+n*L 9§ an
whereas the Laplacian reads
Vv? = ! il + ” (A3)
24 982 a2 ]

After normalization, the basis vectors are

€ = - Eey)7
(A4)

€, = (Eex + 7’/%)

m
—

which can be inverted to express the Cartesian basis by the
orthonormal parabolic one

e = \/—(neg + £ey),
(A5)

e, = \/7 (ne, — &eg).

Let ny(§) —n = 0 describe the interface, then the normal

vector n can be derived from Frenet’s formulas. The position
vector at the interface may be written

x =n.Ee, + 3(n? — £%)e,, (A6)

and the differential line element along this curve is

= Va1 dy? = /(2 + £) (1

The tangential vector at the interface is given by dx/ds, the
normal vector must be orthogonal to it. By this condition, it
is determined up to a sign that we choose so as to make the
normal vector point into the liquid. This procedure yields

1
n=——>@, —

The curvature is given by
L
ds?

1 1 15§ — 7 ]
=— ‘ + 2 , (A9)
\/§2+n3[(1+n;2)3 (€>+n3)y/1+n?
and it is positive for a convex solid.

We assume the usual model of four-fold crystalline
anisotropy:

a(@)=1—Bcosdd =1 — B(1 — 8cos® O sin*H).

+n2)dg. (A7)

ngee). (A8)

K = —n

(A10)

The small parameter $ is the strength of the anisotropy. 6 is
the angle of the interface normal with the y axis, so we have
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cosf =n-e, and sinf = n - e,, which allows us to find the
anisotropy function expressed in parabolic coordinates:

_ 7\2 /N2
(€2 +n3) (1 +n2)
Finally, the flow velocity is given by
1
W= W(lﬁneg Yeey). (A12)

APPENDIX B: DERIVATION OF THE
INTERACE EQUATION

We first introduce some simplifications of notation. Substi-
tuting T = & and §' = %(u — &) and defining

F(&) = ok(5)a(0(§)) — (1 —i&)h(E), (BI)
2E) = 1+ ih'(§), (B2)

2E) = 1 —ih' (), (B3)
we have from Eq. (57) with (58)

ooM (1(5 — u),u) du

——sz@) / | [uh] A By

FI(§) =~ 5 PrEz®) /

with the prime denoting a derivative with respect to & or u,
depending on whether the term concerned is outside or inside
an integral. Writing out M, we have

L _ L eew ST
M(Z(é u),u)—zz(u)e {[(l—l-lu)h]

u
and

a0 1 _ P& 1 B
gM (E(é - u),u) =i <§(§ M)a”)
Py funy
4 z(u)

Inserting this into Eq. (B4), we obtain a useful expression for
the derivative of F:

i 3 1
FUE) = —2i3(E) / S (5@ - u),u) du

100 1
_2ZZ(E)|:8§ / M (5(53 — u),u) du +M(O,§)]

eTEW (B

ioco 1
= —ZZZ(E)g M <§(§ - u),u) du
z(§)
— [ h B7
+(€)(+§) @1 (B7)
This can be integrated by parts. Using
[g] = —Zih—:, (B8)
Z Z
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we arrive at

F) = —2iZ(«‘§)/€

—q h 2i
+ (E)( +i&)h(§) +

ioo 3 100
M G(g - u),u> du + 2[ h”(é’)/
£

2(8) /5 h'()
)
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M (%(%‘/ — u),u) du d&’'

(1+i&)Hh(E")dE, (B9)

which is not quite the form we want. On the one hand, Eq. (B9) manifests a certain generality, since it is valid for arbitrary flows.
But on the other hand, we would appreciate to have a right-hand side that obviously vanishes for Py — 0. To achieve this, we
use Eq. (B9) to eliminate the first term on the right-hand side of Eq. (B4):

F/
&) = 2©)

Pf " /
—75//1(5)/5,

Employing the identities

L& u)zd §h(§)

/m [”_h],e% W du = — - /m {uh(u) [(u —)Fy ihﬁ(u)] epgf(s“)z}du,
¢ z) z(§) £ 4z (M) *(u)

, Py
F'¢)— TEF(E) =

M (%(5/ —u),u) du dg' —

—SF(E)——$@(1+ E)h(é)—— f%‘f 2((5)) 1 +i8") h(E"dE'

the first of which is obtained via integration by parts again, we may rewrite (B10) as follows:

f Z(é)

> d Pren
(PO = 6

§p &
~ Pt / ﬁ(lﬁs@h(&’)ds/—?’“s / W |

(&)

With one further integration, we arrive at Eq. (59).

e —inne + Lz / [uh(u)(

Proey [ WA ey
5 z(g)/é o du. (B10)
(B11)
é 2 [Fee e, (B12)
w—&P; ih”(“)>e’3‘<5—u>2} du
4z(u) 22(u)
- M (%(E/ — u),u) du d&'. (B13)
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