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Two- and three-dimensional standing waves in a reaction-diffusion system
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We observe standing waves of chemical concentration in thin layers [quasi-two-dimensional (2D)] and
capillaries [three-dimensional (3D)] containing the aqueous Belousov-Zhabotinsky reaction in a reverse
microemulsion stabilized by the ionic surfactant sodium bis-2-ethylhexyl sulfosuccinate (AOT) and with
cyclo-octane as the continuous phase. The 3D structures are oscillatory lamellae or square-packed cylinders at high
and low volume fractions, respectively, of aqueous droplets. These patterns correspond to oscillatory labyrinthine
stripes and square-packed spots in the 2D configuration. Computer simulations, as well as observations in E.
coli, give qualitative agreement with the observed patterns and suggest that, in contrast to Turing patterns, the
structures are sensitive to the size and shape of the system.
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Waves and patterns in physical, chemical, and biological
systems have fascinated scientists for centuries [1,2]. Their
appeal can be attributed not only to the importance of
these phenomena in objects ranging from microorganisms
to galaxies, but also to the beauty of many natural patterns
and the intellectual challenge of explaining their origin.
Among pattern-forming systems, reaction-diffusion systems
are particularly attractive by virtue of their versatility, their
experimental accessibility, and their relevance to biological
patterns.

Standing waves (SWs) in reaction-diffusion systems were
first reported in the heterogeneous catalytic oxidation of carbon
monoxide on a platinum surface [3,4]. The first experimental
observations of several phenomena associated with wave
instability—standing waves, antiwaves, and packet waves—in
homogeneous chemical systems [5-7] were made in the BZ-
AOT system [8]. Here, BZ refers to the Belousov-Zhabotinsky
(BZ) oscillatory chemical reaction [9,10], and AOT is the
common name for the anionic surfactant sodium bis-2-
ethylhexyl sulfosuccinate. The system consists of a reverse
microemulsion, in which the polar reactants of the BZ reaction
reside in water nanodroplets of the microemulsion suspended
in a continuous oil phase [11]. An AOT microemulsion can
be characterized by two parameters: the mean radius of the
water nanodroplets Ry, and their concentration cq, or by the
equivalent, more convenient parameters « = [H,O]/[AOT],
where [H,O] and [AOT] are the bulk concentrations of water
and surfactant, respectively, Ry /nm ~ 0.17w [12], and the
volume fraction of droplets ¢q.!

The above patterns were obtained in a quasi-two-
dimensional (2D) geometry, the thickness of which was less
than A/2, where A is the characteristic wavelength of the
pattern. In biological systems, however, many patterns are
three dimensional (3D). The geometry and stability of 3D
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'oa = ¢w + @aors @a + ot =15 ca = @y/(NaVaw), Vaw =
4 Ra, /3; 0w = Vi / Vo, where Vj is the total volume of microemulsion
and V,, is the volume of added water, N5 is Avogadro’s number,
oaor = [AOTIMpor/daor,  Maor =444.5  g/mol, daor =
1.151 g/mL; ¢4 = ¢y (1 + 21.6/w); ¢4 = [H,0]/55.5 + [AOT]/2.59.
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dissipative patterns are not as well characterized as their 2D
counterparts. The first experimental observations of 3D Turing
patterns, for example, were made only in 2011 [13], though
earlier theoretical studies had predicted their existence [14].
The experiments showed that the geometry of 3D Turing
patterns may be quite different from that of 2D structures.
For example, hexagonally packed cylinders, curved surfaces,
and parallel planes (lamellar structures) were observed in 3D.

In this Rapid Communication, we investigate 2D and 3D
standing wave patterns emerging from the wave instability
in the BZ-AOT system. Standing waves differ from Turing
patterns in that the former are temporally as well as spatially
periodic, arise via a wave rather than a Turing bifurcation, and
are sensitive to the size and shape of the system primarily due to
reflection of packet waves that originated from a perturbation.

2D BZ-AOT reverse microemulsions with @ = 12.35 and
a chosen droplet fraction ¢q in the range 0.39-0.55 were
prepared using a procedure described elsewhere [7]. For the
3D experiments, the reaction mixture was transferred by
capillary action 50-60 mm into a circular quartz capillary,
which was subsequently sealed at one end and submerged in
a rectangular cuvette containing cyclo-octane. Cyclo-octane
was employed as the bulk oil phase instead of octane, which
is more commonly used in BZ-AOT microemulsions, because
the refractive index of cyclo-octane is quite close to that of
quartz glass. This index-matching enabled us to minimize
undesired effects of refraction on the image quality. Both
the 2D and 3D samples were illuminated through 510-nm
interference filters and observed in transmitted light through
long focal length objectives equipped with charge-coupled
device cameras. Visualization of the 3D reaction medium was
implemented by optical tomography. This method, previously
employed to study scroll waves [15], scroll rings [16], and
Turing patterns [13], relies on a series of projections of a
reaction medium recorded as transmittance images during
a full rotation of the sample. Our image data typically
consisted of 100 snapshots of the rotating capillary acquired
at a frame rate of 25 frames per second. The SWs had
a typical period of 50-60 s, about 14 times longer than
the rotation cycle of the sample (4 s). Consequently, the
patterns can be considered nearly stationary within a complete
rotation of the reaction medium. Concentration fields of the
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oxidized form of the catalyst, ferriin, were reconstructed
by computing the inverse Radon transform [17] of the
filtered image data. All experiments were carried out at room
temperature.

In both 2D and 3D, SWs emerged directly from the
homogeneous oxidized state about 10 min after the start of the
reaction. A similar induction period preceded bulk relaxation
oscillations in the continuously stirred batch system at the same
composition. Once fully developed, the SWs exhibited striking
similarities to those resulting from interference between op-
positely traveling waves or those produced when a wave train
propagates in a medium that moves in the opposite direction.
The antinodes had relatively low amplitude compared to the
Turing patterns or traveling waves found previously in the
BZ-AOT system [7]. Since our system was closed, any patterns
observed were necessarily transient. To our knowledge, an
experimental configuration remains to be developed that
allows study of pattern formation in a true open system. The
SWs persisted for about 20 min, i.e., 20 or more oscillatory
cycles, before giving way to either trigger waves or packet
waves, depending on the initial conditions, from which we
infer that the SWs would be stable under open conditions. For
initial concentrations [H>SO4]p = 0.25 mol/L, [NaBrOs]y =
0.3 mol/L, [ferroin]y = 0.4 mmol/L, we observed transitions
to trigger waves for initial malonic acid (MA) concentrations
in the range 0.275-0.325 mol/L and to packet waves for
[MA]p =~ 0.350 mol/L. Note that large-amplitude trigger
waves can arise in excitable media, while packet waves and
SW require a wave instability.

In 2D, two types of SWs developed: labyrinthine stripes
[Fig. 1(a)] and spots on a square lattice [Fig. 2(a)]. At the
concentrations of BZ reactants employed in our experiments,
the droplet fraction determined which type of pattern formed.
At higher ¢4, oscillatory stripes evolved, whereas lower
droplet fractions favored oscillatory spots. The critical value
of ¢q separating the two domains depended on the initial BZ
concentrations. Decreasing [MA]y, for example, resulted in a
lower droplet fraction dividing the stripe and spot regimes.
Space-time plots show the spatiotemporal behavior of the two
types of SWs. In the case of stripes, the pattern dynamics is
presented along a cross section perpendicular to the lines of
nodes and antinodes [Fig. 1(b)]. For spots, we chose two cross
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FIG. 1. Standing waves composed of stripes in a thin layer of the
BZ-AOT reaction medium. (a) was taken 1080 s after the experiment
was started. Space-time plot (b) was computed along the cross
section indicated with a white line in (a). Initial concentrations:
[MA]p = 0.3 mol/L, [H>SO4]p = 0.25 mol/L, [NaBrO;], =
0.3 mol/L, [ferroin]y = 0.4 mmol/L; w = 12.35, ¢4 = 0.54. Field of
view in (a): 1 x 1 mm?. Light (dark) areas represent lower (higher)
concentrations of ferroin.
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FIG. 2. SWs consisting of spots in a quasi-two-dimensional layer
of the BZ-AOT reaction medium. Space-time plots (b) represent the
cross sections marked with white lines in (a). (a) was taken 968 s
after the reaction was started, which corresponds to t = 318 s in the
space-time plots. Concentrations as in Fig. 1, ¢4 = 0.44. Frame size
in (a) = 1 x 1 mm>.

sections that cross at a 45° angle. The first space-time plot
[Fig. 2(b)] shows behavior similar to that of stripes, whereas
the second reveals the local dynamics at the intersection of
nodes. The space-time plots demonstrate that the oscillatory
behavior of the antinodes is characterized by expansion of
the oxidized domains, followed shortly by a transition to the
reduced state, which begins in the middle of each stripe, or in
the center of each spot, and propagates outward. The half cycle
ends when the area of the reduced antinode reaches the size
of the oxidized antinode it evolved out of. The process then
continues in a similar fashion, starting with the newly formed
oxidized domains, until the original configuration is restored,
marking the beginning of a new cycle.

In 3D, the two major types of SWs we found were oscilla-
tory lamellae and cylinders. We also observed oscillatory spots
at ¢4 ~ 0.35, but the lifetime of this pattern was considerably
shorter than that of the other two. Transmittance images
of patterns in capillaries with inner diameters greater than
0.4 mm had very low contrast due to the small amplitude
of the SWs. Tomographic reconstruction of patterns above
that width was therefore greatly hindered. Visual observation
revealed that in wide capillaries both robust patterns tended to
take on irregular configurations. Decreasing the inner diameter
enhanced contrast, allowing for adequate visualization, and
resulted in more symmetric SWs. Similar to 2D, where the
droplet fraction determined which type of pattern formed, we
found that at higher ¢4 lamellae emerged, whereas square-
packed oscillatory cylinders arose when ¢4 was lower. Parallel
experiments showed that the same chemical composition
typically produced oscillatory lamellae in 3D and stripes in
2D, or oscillatory cylinders and spots in the capillary and
in the thin layer, respectively. Lateral views of 3D standing
waves with a w phase shift are shown in Figs. 3(a), 3(c),
4(a), and 4(c). Despite the low contrast, vertical bright bands
can be discerned in all projections. These observations are
insufficient to determine the spatial geometry of the patterns.
By using optical tomography, we were able to reconstruct the
structures and hence identify the two robust types of SWs in
3D as oscillatory lamellae [Figs. 3(b) and 3(d)] and cylinders
[Figs. 4(b) and 4(d)].

Turing patterns require that an inhibitor species diffuse sig-
nificantly more rapidly than an activator species. The necessary
conditions for wave instability are not as easily characterized.
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FIG. 3. (Color online) Lamellar standing waves in the three-
dimensional BZ-AOT system. 2D projections (a), (c) were taken
as transmittance images through the planes indicated with dashed
lines in (b), (d). Concentrations as in Fig. 1, ¢4 = 0.46. Time elapsed
between (a), (b) and (c), (d): 26 s. Inner diameter of capillary: 0.3 mm;
height of cross sections: 0.8 mm.

In general, it is possible to obtain wave instability by having
either a fast-diffusing activator [5] or a fast-diffusing inhibitor
in a model with three or more variables.

We examined a four-variable model [18] with variables x
(activator, HBrO,), y (inhibitor, Br™), and z (oxidized form of
the catalyst) in the aqueous phase, and u, an inhibitor (Br,), in
the oil phase:

3x /T = [—xy + qy —x* +x(1 — z/zm)/(1 — 2/zm + W)/1
+ D, Vx, (1)

dy/dt = (—=3xy — 2qy — x*/2+ 2u + fz)/e2 + DyV?y,
(2)

3z/0t = x(1 — 2/zm)/(1 — 2/z2m + 1) — 2+ D,V?z,  (3)

u/dt = (xy 4+ qy/2 +x2/4 —u)/e3 + DV,  (4)

where Dy, Dy, D, < D,.

In our simulations we used the software package FLEXPDE,
version 6 [19]. The model, which is derived from a detailed
seven-variable, 12-step description of the BZ chemistry in the
Supplemental Material [20], incorporates the chemistry of the
BZ reaction and the differential diffusion in the aqueous and
oil phases.
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FIG. 4. (Color online) Square-packed cylinders as 3D standing
waves in the BZ-AOT reaction. Two-dimensional projections (a), (c)
were taken through the planes marked with dashed lines in (b), (d).
Concentrations as in Fig. 1, ¢4 = 0.39. (a), (c) and corresponding 3D
structures (b), (d) are 28 s apart. Inner diameter of capillary: 0.3 mm;
height of cross sections: 0.8 mm.

RAPID COMMUNICATIONS

PHYSICAL REVIEW E 86, 045202(R) (2012)

) ©
04 ( )
k
] U
0.4 \ ’
0 o

—_
~
~

Re(A), Im(A)

@ (

FIG. 5. (a) Dispersion curves of model (1)—(4) showing wave in-
stability. Re(A) and Im(A) are real and imaginary parts, respectively,
of the eigenvalue with the largest real part, A, in the linearized model.
Dimensionless parameters (corresponding to experimental concen-
trations): Dy/D, = Dy/D, = 0.0015, D,/D, =0.0012, D, =1,
g=4.5x 1074, F=1.05,6=0.016,6=42x10"% 63 =0.1, u =
0.03; z;m = 0.006. (b) and (c) are two antiphase snapshots of simulated
striped standing wave patterns; diameter = 3A. (d)—(f) are three
snapshots of simulated spotlike SW patterns with square symmetry
taken at different phases of a full oscillatory cycle; diameter = 2.
The condition v, = 0, which is necessary for such patterns to appear,
is fulfilled over a broad range of parameters.

We performed linear stability analysis of model (1)—(4) to
obtain sets of parameters that gave dispersion curves typical for
wave instability as shown in Fig. 5(a). Curve “Re,” the real part
of eigenvalue A, has a positive maximum at a wave number
kmax, where curve “Im/15,” the imaginary part of A, shows
that A is complex. The values 27/ kiax and 2/Im(A) at k =
kmax are equal to the characteristic wavelength A and period
of oscillation of the SWs, respectively. The positive value of
Re(A) at k = 0 implies that we have Hopf instability (bulk
oscillations also seen in the parallel, continuously stirred batch
experiments for chemical compositions producing standing
waves) as well at this set of parameters.

To find parameters that favor spotlike patterns (as in
Fig. 2) or stripelike patterns (as in Fig. 1), it is necessary
to analyze amplitude equations [21] corresponding to model
(1)—(4). At present, such equations are unavailable. In the very
limited literature on amplitude equations for wave instability
in 2D (e.g., coupled complex Ginzburg-Landau equations)
[22-24], the differentiation between spotlike and stripelike
SW patterns is not discussed. We are unaware of any literature
on amplitude equations for 3D wave instability in reaction-
diffusion systems.

Our calculations, which provide a qualitative understanding
of the observed phenomena, suggest that the symmetry of the
patterns strongly depends on the shape of the system bound-
aries, the symmetry of the initial perturbation of the steady
state, and the group velocity of waves, v, = d Im(A)/dk.
Any initial perturbation results in a packet of traveling waves
that propagate with velocity ve. The value of v, depends
on the diffusion coefficients, which in turn depend on the
microemulsion droplet fraction ¢q4. If v, = 0, many patterns
of different symmetries are stable for hundreds of oscillation
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periods. If v, differs significantly from zero and the initial
perturbation lacks azimuthal symmetry, a SW pattern with
square symmetry, as in Fig. 4, emerges [Figs. 5(d)-5(f)]
after several reflections from the boundaries. For example,
an initial perturbation consisting of stripes with characteristic
wavelength A, as in Fig. 3, gives stable striped SWs in our
simulations [Figs. 5(b) and 5(c)]. This observation suggests
why we observed stripe or lamellar patterns at one ¢q
and spotlike patterns with square symmetry at another ¢q.
However, more careful theoretical investigation, ideally using
amplitude equations, is necessary.

Three-dimensional SWs have been studied in unreac-
tive optical, mechanical, or acoustic media [21,25-27], but
observations in chemical systems are lacking. The SWs
reported here in the BZ-AOT reaction and those seen in
physical systems have similar features, including the temporal
dynamics of the antinodes and their spatial symmetry, i.e.,
stripes or square arrangements of spots. The two types of
SWs, however, appear to differ in the dynamics of their nodes.
In the reactive microemulsion, where the local oscillations are
strongly nonsinusoidal, the “nodes” have nonzero amplitude.
Moreover, the oscillation frequency of the nodes is twice that
of the antinodes, which is apparent from the space-time plots
[Figs. 1(b) and 2(b), top], if one looks at the time evolution in
the narrow regions halfway between the antinodes.

Similar behavior was observed in Escherichia coli cells
when the distribution of the membrane ATPase protein,
MinD, was monitored during cell growth [28]. When the
bacteria reached a certain length, the erratic switching of the
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distribution of the protein between the two halves of a cell
became regular in time. Periodicity, required for positioning
the division plane, was maintained until the bacteria extended
to a critical length, when cell division commenced. The
time evolution of two neighboring antinodes in our quasi-2D
experiments greatly resembles this periodic dynamics captured
in space-time plots taken along the long axes of the bacteria.

As the E. coli example demonstrates, the size of a system
can affect the pattern within it, especially when its dimensions
are only a few times the characteristic wavelength of the
pattern. Numerical simulations suggest that the symmetry of
patterns can also be influenced by the size and geometry of
the pattern-forming system [29,30]. Consequently, the reason
for the weak stability of spots in 3D may lie in the inadequate
size and/or geometry of our reaction vessels. Other media,
such as hydrogels, in which BZ patterns have recently been
found [30], may merit investigation. Also, this sensitivity of
patterns to the shape and size of the media they evolve in
makes it likely that SW with symmetries different from those
found in this study can occur. These ordered configurations
may include oscillatory concentric cylinders and spheres of
lamellae, spots in a body-centered cubic lattice, and patterns
with various rotational symmetries.
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