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We present an explicit analytic form for the two-breather solution of the nonlinear Schrödinger equation with
imaginary eigenvalues. It describes various nonlinear combinations of Akhmediev breathers and Kuznetsov-Ma
solitons. The degenerate case, when the two eigenvalues coincide, is quite involved. The standard inverse
scattering technique does not generally provide an answer to this scenario. We show here that the solution can
still be found as a special limit of the general second-order expression and appears as a mixture of polynomials with
trigonometric and hyperbolic functions. A further restriction of this particular case, where the two eigenvalues
are equal to i, produces the second-order rogue wave with two free parameters considered as differential shifts.
The illustrations reveal a precarious dependence of wave profile on the degenerate eigenvalues and differential
shifts. Thus we establish a hierarchy of second-order solutions, revealing the interrelated nature of the general
case, the rogue wave, and the degenerate breathers.
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I. INTRODUCTION

Breather solutions of certain nonlinear equations are
presently well accepted as potential prototypes for the notori-
ous rogue waves in the ocean [1–9] and other fields of physics
[10–12]. Breathers develop due to the instability of small
amplitude perturbations that may grow in size to disastrous
proportions. As the perturbations are usually chaotic and may
contain many frequencies in their spectra, an important issue
is our ability to construct higher-order solutions that grow
as a nonlinear superposition of several lowest-order breathers
[13,14]. Numerically, such solutions can be constructed with
ease, and this has been done in a number of previous
publications [14,15]. Analytic expressions for these solutions
are another matter. They are usually cumbersome and admit
many forms. Finding the simplest one is always a challenge.

In this work, we provide the two-breather solution of the
nonlinear Schrödinger equation (NLSE) in explicit form. The
solution has two eigenvalues as variable parameters of the
breathers, thus allowing for a variety of particular cases. Of
special interest is the case when the two eigenvalues coincide.
The answer provided by the standard inverse scattering
technique then becomes undefined. Nevertheless, the solution
still does exist but requires special methods to reveal it.
This procedure is analogous to the method employed with
two-soliton solutions [16,17] where the degenerate case also
requires a special approach. These techniques are highly
nontrivial, but the final results are usually simpler than we
may expect. They appear as a mixture of polynomials with
trigonometric and hyperbolic functions.

The general solution with one, two, or more eigenvalues
can be obtained using a variety of techniques including
Darboux transformations [18]. This is the methodology that
we use in this work. Having an explicit analytic solution
has the advantage that we can also consider all particular
cases analytically, including the rational solutions that have
been studied in a number of recent works [19–24]. These
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include higher-order rogue waves [19,20] and their varied
forms [21–27]. In our present approach, rational solutions are
just one of the limiting cases of the two-breather solution. A
superposition of breathers that create a rogue wave can also
be considered [14]. Thus our approach here is quite general.
It provides a comprehensive understanding of second-order
NLSE breather solutions and their hierarchical nature.

The NLSE can be written in dimensionless form as

i
∂ψ

∂x
+ 1

2

∂2ψ

∂t2
+ |ψ |2ψ = 0. (1)

The wave function |ψ(x,t)| in Eq. (1) commonly describes the
wave envelope. In fiber optic applications [12], the variable x

is the distance along the fiber while t is the retarded time in
the frame moving with the pulse group velocity. On the other
hand, in water wave applications [9], x is the dimensionless
time while t is the distance in the frame moving with the
group velocity. Such a difference is more related to traditions
in each field rather than to any particular physical meaning.
Simple linear transformation between the variables involving
the group velocity allows us to change the equation and
variables from one form to another.

There is a class of first-order solutions to Eq. (1), pertaining
to modulation instability [28], that can be described by a
complex eigenvalue l [29]. The real part of the eigenvalue
represents the angle that the one-dimensionally localized solu-
tions form with the x axis, and the imaginary part characterizes
the frequency of periodic modulation. A variety of different
forms for this solution has been given in several publications by
different authors [14,30–33]. The case of complex eigenvalues
is rather involved and numerical results [15] may be easier to
comprehend than analytic solutions. In this work, we restrict
our analysis to purely imaginary eigenvalues, thus allowing us
to present and analyze the second-order solutions in a relatively
simple way.

The general form of the first-order breather solution [34] is

ψ =
[
κ2 cosh δ(x − x1)+2iκν sinh δ(x − x1)

2[cosh δ(x − x1)−ν cos κ(t − t1)]
−1

]
eix, (2)
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where ν = Im(l), κ = 2
√

1 + l2, and both x1 and t1 serve
as coordinate shifts from the origin. The dependent variable
δ = κν in this expression is the growth rate of modulation
instability; this is the process occurring as the plane wave
evolves from a small periodic perturbation at x = −∞.

When 0 < ν < 1 and κ is real, the solution is a t-periodic
wave function that is localized in x, currently known as an
Akhmediev breather (AB) [2,6,7]. This solution has been
illustrated earlier in Fig. 1(a) of Ref. [27]. On the other hand,
when ν > 1 and κ is imaginary, the trigonometric (dependent
on t) and hyperbolic (dependent on x) functions in Eq. (2)
convert to their analogues via the relations

sinh(z) = −i sin(iz) and cosh(z) = cos(iz). (3)

Taking into account these transformations, we obtain a soliton
solution in the following form:

ψ =
[−p2 cos �(x − x1)−2ipν sin �(x − x1)

2[cos �(x − x1)−ν cosh p(t − t1)]
−1

]
eix, (4)

where κ = ip, p = 2
√

ν2 − 1, and δ = i�, � = pν. This is a
soliton on a background, localized in t and periodic in x. It is
known as a Kuznetsov [35] or Ma [36] (KM) soliton and has
previously been presented in Fig. 1(b) of Ref. [27].

FIG. 1. (Color online) Various forms of second-order NLSE
solution with different eigenvalues lj . (a) Nonlinear superposition
of two ABs with l1 = 0.65i and l2 = 0.85i. Finite shifts are x1 = 5
and x2 = −5. (b) An AB with l1 = 0.65i crossing a KM soliton with
l2 = 1.35i.

Equations (2) and (4) represent an AB and a KM soliton,
respectively, with the frequency parameters κ and � being
real values in each case. One is the analytic continuation of the
other when the parameter ν passes through the point 1. Each
solution can be written in the general form below with real
Gn, Hn, and Dn [see Eq. (5)]. In what follows, we take this
fact into account and assume, in several equations below, that
coefficients may take real or imaginary values, thus avoiding
the need to explicitly present several real-coefficient versions
of the same solution. When loaded into modern software such
as MATLAB, the assumption of complex coefficients allows
these equations to be computed correctly without the need for
further specifications.

In the nontrivial limit, when ν → 1 or κ → 0, the above
expressions become undefined. However, this problem can
be resolved using l’Hôpital’s rule. Then, the period of either
solution goes to infinity and the resulting wave function is
the Peregrine soliton localized in both x and t . It was shown
earlier in Fig. 1(c) of Ref. [27]. This solution is also known as
a first-order rogue wave. Using the general form

ψn(x,t) =
[

(−1)n + Gn + i Hn

Dn

]
eix (5)

to represent a NLSE solution of order n, this rational solution
has the values for G1, H1, and D1 given by

G1 = 4, H1 = 8(x − x1),
(6)

D1 = 1 + 4(x − x1)2 + 4(t − t1)2.

NLSE breather solutions take the above simple forms only
when the real part of the eigenvalues is zero. The general case
of complex eigenvalues is significantly more complicated, but
the method and low-order analytic results have previously been
presented (see the appendix of Ref. [14]).

II. TWO-BREATHER SOLUTION IN GENERAL FORM

Various methods exist for generating higher-order NLSE
solutions that exist on a background plane wave. We employ
the recursive Darboux method [13,18], which nonlinearly
superimposes distinct components of AB or KM soliton form.
Each first-order component j in the higher-order solution is
described by the (imaginary) eigenvalue lj , the modulation

frequency κj = 2
√

1 + l2
j , and a shifted point of origin (xj ,tj ).

A detailed step-by-step description of this technique has
been presented previously (see the appendix of Ref. [27]).
For convenience, we define xsj = x − xj and tsj = t − tj as
shifted variables.

With these parameters, we find that the general solution can
be written in the same form as Eq. (5), but with the values for
G2, H2, and D2 given by

G2 = −(
κ2

1 − κ2
2

)(κ2
1 δ2

κ2
cosh(δ1xs1) cos(κ2ts2)

− κ2
2 δ1

κ1
cosh(δ2xs2) cos(κ1ts1)

− (
κ2

1 − κ2
2

)
cosh(δ1xs1) cosh(δ2xs2)

)
,
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H2 = −2
(
κ2

1 − κ2
2

)(δ1δ2

κ2
sinh(δ1xs1) cos(κ2ts2)

− δ1δ2

κ1
sinh(δ2xs2) cos(κ1ts1)

− δ1 sinh(δ1xs1) cosh(δ2xs2)

+ δ2 sinh(δ2xs2) cosh(δ1xs1)

)
,

(7)
D2 = 2

(
κ2

1 + κ2
2

) δ1δ2

κ1κ2
cos(κ1ts1) cos(κ2ts2)

+ 4δ1δ2

(
sin(κ1ts1) sin(κ2ts2)

+ sinh(δ1xs1) sinh(δ2xs2)
)

− (
2κ2

1 − κ2
1 κ2

2 + 2κ2
2

)
cosh(δ1xs1) cosh(δ2xs2)

− 2
(
κ2

1 − κ2
2

)( δ1

κ1
cos(κ1ts1) cosh(δ2xs2)

− δ2

κ2
cos(κ2ts2) cosh(δ1xs1)

)
,

where the instability growth rate for each component is δj =
κj

√
4 − κ2

j /2. A special case of this solution, where the two
frequencies of modulation are harmonics of each other, has
been given previously in Ref. [34]. We stress here that the
two frequencies are independent parameters of the solution.
Moreover, this present solution includes both ABs and KM
solitons in any combination. To have an explicit real-parameter
form for the cases when one or two values of νj = Im(lj ) are
greater than 1 (or the corresponding κj values are imaginary),
we can again apply the relations in Eq. (3) to Eq. (7).

Thus, within the set of solutions with purely imaginary
eigenvalues, Eqs. (5) and (7) are capable of describing a variety
of possible second-order cases. For example, the case of one
AB developing with a time delay after another is shown in
Fig. 1(a), where both have different modulation frequencies.
Alternatively, the intersection of an AB with a KM soliton
is shown in Fig. 1(b). These two examples demonstrate that
our second-order solution is a versatile tool for modeling the
nonlinear superposition of two arbitrary ABs, KM solitons,
or their combinations. This idea has previously been explored
with the concept of rogue waves being formed from colliding
ABs [14]. Despite the fact that our present solution is a
particular case of complex eigenvalues, it is presented here
in a simple explicit analytic form. Two more examples are
shown in Fig. 2. These are combinations of two ABs located
at the same position in x and t , but with different frequencies.

Generally, second-order solutions of the NLSE do not admit
two equal eigenvalues, otherwise the analytic expressions
become undefined. Our present solution given by Eqs. (5)
and (7) is not an exception. Moreover, none of the eigenvalues
in the above expressions can be equal to i. It can easily be seen
that in these cases, G2, H2, and D2 are zero, and the analytic
expression has to be further modified in order to be presented
in explicit form.

These problems are complicated but can be surmounted by
applying analytic limits. As demonstrated for the first-order

FIG. 2. (Color online) Nonlinear superposition of two ABs with
two different modulation frequencies κj . (a) The frequency ratio is
2 : 1 with κ1 = 0.8 and κ2 = 1.6. (b) The frequency ratio is 3 : 2 with
κ1 = 0.8 and κ2 = 1.2.

solution in Sec. I, taking the limit lj → i is the key to accessing
important rational rogue wave solutions. In order to avoid
the case of equal eigenvalues, we can, as in previous work
[27], choose to set κj = jκ and then apply the κ → 0 limit.
This trick effectively extends the period of the wave function
shown in Fig. 2(a) to infinity, leaving behind only the central
second-order rogue wave peak. This technique ensures that the
component eigenvalues are distinct all the way to the lj = i

limit.
Notably, this technique for finding the rational limit works

for any ratio of κj that is not one-to-one. As acknowledged in
our previous work [26], a second-order rogue wave is generally
built from three first-order Peregrine solitons. Therefore,
enforcing a default 2 : 1 ratio with κ2 = 2κ1 allows us to obtain
a solution where two component ABs form first-order triplets
that merge into second-order peaks, provided that they share
the same origin. This case is shown in Fig. 2(a). In contrast, a
3 : 2 ratio with κ2 = 1.5κ1, shown in Fig. 2(b), forms a series
of triplets, which are merged together, alternating with distinct
doublets. Similar structures repeating along the x axis appear
in the KM soliton regime, although we caution that the integer
ratios in this situation must be applied to δ1 : δ2 (or �1 : �2

in the real-parameter form), not κ1 : κ2. As Eq. (4) shows, this
is because a KM soliton is periodic in x with a frequency of
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� = −iδ rather than κ . Nevertheless, in either case, the κ → 0
limit isolates the single centrally located second-order rogue
wave.

To see this merging of the triplet in greater detail, we
present another particular case generated from the general two-
breather solution in Eq. (7). This is the nonlinear superposition
of an AB or a KM soliton with a Peregrine soliton and
can be generated if we take the infinite period limit of one
component independently of the other. Specifically, if κ1 �= 0
and κ2 → 0, then Eq. (7) reduces to a semirational expression
(i.e., a mixture of polynomials with both trigonometric and
hyperbolic functions in x and t):

G2 = κ1

8

(
κ1

(
κ2

1

(
4x2

s2 + 4t2
s2 + 1

) − 8
)

cosh(δ1xs1)

+ 8δ1 cos(κ1ts1)
)
,

H2 = κ1

4

(
8xs2

(
δ1 cos(κ1ts1) − κ1 cosh(δ1xs1)

)

+ δ1κ1
(
4x2

s2 + 4t2
s2 + 1

)
sinh(δ1xs1)

)
, (8)

D2 = − 1

4κ1

(
δ1

(
κ2

1

(
4x2

s2 + 4t2
s2 + 1

) − 16
)

cos(κ1ts1)

+ κ1
{(

κ2
1

(
4x2

s2 + 4t2
s2 − 3

) + 16
)

cosh(δ1xs1)

−16δ1[xs2 sinh(δ1xs1) + ts2 sin(κ1ts1)]
})

.

FIG. 3. (Color online) Nonlinear superposition of an AB (l1 =
0.65i) with a Peregrine soliton (l2 = i). (a) Shifts are x1 = 5 and
x2 = −5. (b) Shifts are zero.

When the two components in this formula are well sepa-
rated, the resulting solution appears as a Peregrine soliton and
an AB (or a KM soliton), shown in Fig. 3(a). However, when
these two components are nonlinearly overlaid, they appear as
a first-order AB with a central second-order rogue wave peak,
shown in Fig. 3(b). Three first-order peaks have effectively
merged into a second-order peak. If we further apply the
κ1 → 0 limit, we obtain the equation for a second-order rogue
wave given below [see Eq. (10)]. This hybrid solution in
Eq. (8) is thus one way to bridge the gap between a general
second-order solution and an isolated rogue wave.

III. EQUAL-EIGENVALUE DEGENERATE
SECOND-ORDER BREATHER

The general two-breather solution in Eq. (7) becomes
undefined when the two eigenvalues l1 and l2 coincide. Despite
this mathematical fact, numerical results similar to those in
Fig. 2 show that, when the ratio of AB frequencies approaches
1 : 1, the solution appears as two almost parallel lines of
periodically located peaks curving in at the origin to produce a
second-order rogue wave in the center. In accordance with this
observation, we set x1 = x2 = t1 = t2 = 0 and analytically
apply the κ2 → κ1 limit to Eq. (7). This can be done using
a special form of l’Hôpital’s rule. Specifically, we set κ1 = κ

and κ2 = κ + ε, then Taylor expand both the numerator
and denominator of (G2 + iH2)/D2 in terms of ε. As all
higher-order terms become zero at the ε → 0 limit, only
the coefficients of the lowest-order terms in ε form the new
numerator and denominator in the limiting solution.

This process results in the degenerate equal eigenvalue
solution still given by Eq. (5), but now with real G2, H2, and D2

given (again by mixtures of polynomials with trigonometric
and hyperbolic functions in x and t) by

G2 = −2κ

δ
( cosh(δx)((δ2 + κ2) cos(κt) + δ2κt sin(κt)

− 2δκ cosh(δx)) + cos(κt) sinh(δx)(2δ2 − κ2)δx),

H2 = − 1

2δκ
(8δx(2δ2 − κ2)[δ cos(κt) cosh(δx) − κ]

+ 8δ3 sinh(δx)[cos(κt) + κt sin(κt)]

+ (κ4 − 4δ2)κ sinh(2δx)),

D2 = − 1

4δ2κ2
(κ4(δ2 + κ2) + 8δ2κ2(δ2t2 + κ2x2)

+ 32δ4x2(δ2 − κ2) + 4[κ4 cosh(2δx) − δ4 cos(2κt)]

− 16δ2κx(2δ2 − κ2) cos(κt) sinh(δx)

−4δκ2[4δ2t sin(κt) + κ3 cos(κt)] cosh(δx)), (9)

where the lack of subscripts on κ and δ variables indicates that
the two constituent components have equal parameters.

When using a real κ value, Eq. (9) represents two coincident
ABs with equal eigenvalues, illustrated with the contour plot
in Fig. 4(a). If κ is, instead, purely imaginary, then δ becomes
imaginary and, as with Eq. (4), the trigonometric and hyper-
bolic functions swap via the relations in Eq. (3). In this case,
localization in the x axis and periodicity in the t axis is replaced
with localization in the t axis and periodicity in the x axis. The
solution represents two coincident KM solitons with equal
eigenvalues. It is illustrated in Fig. 4(b). In either situation, the
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FIG. 4. (Color online) Contour plots of the two-breather solution
|ψ | in the equal eigenvalue limit. One axis in each plot is exaggerated
in order to emphasise the curvature of the wave trains. The upper
color bar limit does not signify the maximum amplitude. (a) Two
ABs with equal κ = 0.8. (b) Two KM solitons with equal κ = 0.8i.

wave profile consists of two lines of peaks hinged upon one
second-order rogue wave. This degenerate solution resembles
the ordinary two-soliton degenerate solution presented in
Fig. 3.15 of Ref. [37]. However, the difference is that the
solution in Eq. (9) contains periodic structures that appear due
to the presence of the background plane wave.

An interesting feature of the two solutions presented in
Fig. 4 is that the location of the peaks almost coincide when
one is rotated by 90◦ around the origin and overlaid on the
other, even though the orientation of the substructures are kept
unchanged (i.e., the pairs of troughs for each peak always line
up along the t axis). This happens only when the coefficients
of the NLSE are chosen to be those that we show in Eq. (1).
In fact, most of the variation between peak alignment is due
to the frequency of the periodic structures in an AB and a KM
soliton being κ and � = −iδ, respectively. Thus the NLSE
in this form has a remarkable symmetry, as has already been
noted in our previous work [27].

Having the degenerate form of the two-breather solution in
Eq. (9), we can use it to find the already familiar limit κ → 0.
This stretches the period of the wave train out to infinity,
leaving at the center a single second-order rogue wave. The

FIG. 5. (Color online) Second-order rogue wave given by Eq. (10).

resulting analytic expression is

G2 = 1

96
(80x4 + 96x2t2 + 16t4 + 72x2 + 24t2 − 3),

H2 = 1

48
x(16x4 + 32x2t2 + 16t4 + 8x2 − 24t2 − 15),

D2 = − 1

1152
(64x6 + 192x4t2 + 192x2t4 + 64t6 + 432x4

−288x2t2 + 48t4 + 396x2 + 108t2 + 9), (10)

which gives the wave function shown in Fig. 5. Thus we
have fully established the hierarchy of unshifted second-order
breather solutions, ranging from the general case to the rogue
wave via degenerate breathers.

IV. DIFFERENTIAL SHIFTS

Now the question is how to incorporate the shifted coordi-
nates xsj = x − xj and tsj = t − tj into the equal eigenvalue
limit. This is another highly nontrivial point in obtaining the
limiting solutions and, as shown previously [27], the shifts
need special consideration when eigenvalue limits are applied.
Returning to the ε Taylor expansion process that turns Eq. (7)
into Eq. (9), we realize that shifts cannot be arbitrary values
independent of any other parameter. When xj �= 0 and tj �= 0
are treated as arbitrary, the lowest-order terms of G2 and H2,
after Taylor expansion, are of order ε1. However, the lowest-
order term in D2 is 4δ2{cos[κ(t2 − t1)] − cosh[δ(x2 − x1)]}ε0.
This means that (G2 + iH2)/D2 = 0 in the limit unless t1 = t2
and x1 = x2. This difficulty was also present when considering
rogue wave clusters [27] and the only solution to this problem
was to have shifts dependent on the limiting parameter.
Specifically, we have to define xj = Xjε and tj = Tjε. This
definition changes the result of the ε expansion process, such
that G2, H2, and D2 have lowest-order terms of equal order in
ε, thus avoiding a zero or infinite expression for ε → 0.

We caution that, as ε is defined to be proportional to κ in
the Taylor expansion process, ABs and KM solitons have a
real and imaginary value for ε, respectively. As xj and tj are
always real-valued, pertaining to a shift of component origin in
real space and time, then the nature of Xj and Tj consequently
depends on ε. Specifically, these parameters are restricted to
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being real for ABs and imaginary for KM solitons, otherwise
singular solutions result.

When these definitions are taken into account, the degener-
ate equal eigenvalue limit becomes

G2 = − κ

2δ
[((8δ2 + κ4) cos(κt) + 4δ2κ(t + κTd ) sin(κt)

− 8δκ cosh(δx)) cosh(δx)

+ 4δ[δ2(2x + κXd ) − κ2x] cos(κt) sinh(δx)],

H2 = − 1

2δκ
(8δ[κ2x − δ2(2x + κXd )]

× [κ − δ cos(κt) cosh(δx)] + κ(κ4 − 4δ2) sinh(2δx)

+ 8δ3[cos(κt) + κ(t + κTd ) sin(κt)] sinh(δx)),

D2 = − 1

4δ2κ2
(κ6 + 2δ2κ2(κ2(1 + 4x2) − 2)

+ 8δ6(2x + κXd )2 + 4δ4(1 + 2κ2[(t + κTd )2

− 2x(2x + κXd )] − cos(2κt))

+ κ[(4δ2 + κ4)κ cosh(2δx)

− 16δ3κ(t + κTd ) cosh(δx) sin(κt)

+ 4δ cos(κt)(4δ[κ2x − δ2(2x + κXd )] sinh(δx)

− κ4 cosh(δx))]), (11)

where we define the differential shifts as Xd = X1 − X2 and
Td = T1 − T2. Again we stress that the differential shifts
have imaginary values in the KM soliton regime, although
naturally |Xd | and |Td | always represent the magnitude of
the differential shifts. To avoid confusion, we will henceforth
examine degenerate ABs, although the conclusions drawn have
close analogues in the KM soliton case.

The first feature revealed by Eq. (11) is that a differential
shift Td along the t axis of the degenerate two-breather
solution, shown in Fig. 4, does not change the overall structure
of the wave profile. Two first-order ABs remain symmetrically
arrayed and held in close proximity with a single intersection.
However, the nature of this point of intersection depends on the
value of the differential shift. It may change if the two breather
components with equal eigenvalues are shifted relative to
each other, at which point the perfect peak alignment in the
middle of the intersection disappears. This case is shown in
Fig. 6(a). The intersection more closely resembles the rogue
wave triplet [26] than a second-order rogue wave with a single
peak. However, periodicity of the solution suggests that the
latter arrangement can be restored at specific values of Td

and its multiples. Indeed, Fig. 6(b) shows that the high peak
appears again at a nonzero value of differential shift Td .

The differential shift Xd has a different effect on the solution
with equal eigenvalues. As shown in Fig. 7(a), the intersection
point starts to disappear when Xd takes nonzero values. For
a sufficiently large shift, the two first-order components are
separated and the intersection disappears completely. This
case is shown in Fig. 7(b). However, the interaction between
the two breathers is still surprisingly strong. As a result,
the two components are organized in an interleaving zigzag
structure. Such an asymmetric arrangement appears to be a
direct consequence of the ε → 0 limit. Indeed, taking the
limit with κ2 set as κ − ε instead of κ + ε is likely to flip
the zigzag structure. However, we reiterate that the absolute
shifts xj = Xjε and tj = Tjε are still technically zero in this
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FIG. 6. (Color online) Contour plots of the two-breather solution
|ψ | in the degenerate limit, with l = 0.65i and a nonzero differential
shift Td between the two components. The upper color bar limit does
not signify the maximum amplitude. (a) Td = 0.9κ . (b) Td = 1.8κ .

limit, irrespective of the Xj and Tj values, and this may be
vital in explaining why the two breathers do not repel each
other to the infinity horizon of the (x,t) plane.

Linking this result to already known solutions, the l → i

(κ → 0) limit of Eq. (11), with any value of the differential
shift applied, is expected to produce a rogue wave triplet [26].
However, as κ approaches zero and the period of the breathers
becomes infinite, keeping the values of Xd and Td constant is
not sufficient to prevent the components from repelling each
other to infinity. Instead, we define Xd = xdκ and Td = tdκ ,
which alternatively allows the difference between absolute
shifts to be written in full as x1 − x2 = xdκε and t1 − t2 =
tdκε. Fixed values of xd and td keep the circumradius of the
rogue wave triplet constant, even when it is the only structure
left at the origin of the (x,t) plane in the κ → 0 limit. An
example of this process with two KM solitons is shown in
Fig. 8. Furthermore, unlike Xd and Td , the values of xd and
td are always real, even in the KM soliton regime, as κε is
always real. In any case, the second-order breather solution
with equal eigenvalues can be considered as an intermediate
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FIG. 7. (Color online) Contour plots of the two-breather solution
|ψ | in the degenerate limit, with l = 0.65i and a nonzero differential
shift Xd between the components. The upper color bar limit does not
signify the maximum amplitude. (a) Xd = 1.8κ . (b) Xd = 18κ .

link between pure rogue waves and the general second-order
breather solutions given by Eq. (7).

Direct analytic application of the κ → 0 limit to Eq. (11)
generates the following solution

G2 = 1

96
(80x4 + 96x2t2 + 16t4 + 72x2 − 192xxd

+ 24t2 − 192t td − 3),

H2 = 1

48
(16x5 + 32x3t2 + 16xt4 + 8x3 − 96x2xd

− 24xt2 + 96xdt
2 − 192xttd − 15x + 24xd ),

D2 = − 1

1152
(64x6 + 192x4t2 + 192x2t4 + 64t6

+ 432x4 − 768x3xd − 288x2t2 + 2304xxdt
2

− 2304x2t td + 48t4 + 768t3td + 396x2 − 1728xxd

+ 2304x2
d + 108t2 − 576t td + 2304t2

d + 9). (12)

This is the same solution for the shifted second-order rogue
wave given previously [22–24,27], although xd and td here
have a different scaling factor of 2/3. This minor difference
is due to the rogue wave limit in this work being taken
with a different frequency ratio between components. Indeed,
had κ1 : κ2 been, for example, 1 : 3 rather than 1 : 2 in the

FIG. 8. (Color online) Two KM solitons with equal eigenvalues,
given by Eq. (11). The differential shift is Td = 3κ (td = 3) in all
three cases. The two equal eigenvalues are (a) l = 1.2i. (b) l = 1.1i.
(c) l ≈ i. The period of the two breathers approaches infinity when
the eigenvalues tend to i.

previous derivation [27], xd and td would have been scaled
differently yet again. Nonetheless, as ε is of order κ , the
process described in this work still supports the claim that
a second-order rogue wave requires shifts proportional to κ2

in order to be transformed into a triplet of finite circumradius
in the κ → 0 limit [27].
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V. CONCLUSION

In summary, our main results are as follows.
i) We have found a general analytic expression for the two-

breather solution of the NLSE with two independent imaginary
eigenvalues. This solution describes nonlinearly superimposed
ABs or KM solitons as well as their combinations.

ii) We have found the nontrivial degenerate solution in the
limit of equal eigenvalues. Where simple substitution leads
to an undefined expression, special application of l’Hôpital’s
rule allows the solution to be presented in explicit form. We
illustrated this solution with two cases where the component
breathers are either ABs or KM solitons. The analysis shows
that in each case, these degenerate solutions consist of two
near-parallel lines almost periodic in structure, with only one
point of intersection.

iii) We introduced two free parameters, differential shifts
between components, that modify the structure of the degen-
erate solution. We studied the wave profile at the point of
intersection and how it is influenced by these parameters. In
particular, the profile varies between the single-peak second-
order rogue wave and the three-peak rogue wave triplet,
depending solely on the value of the differential shifts.

iv) We have found that the rogue wave limit of infinite
period, when the two equal eigenvalues are equal to i,
generates the familiar second-order rogue wave with two free
parameters; differential shifts along the t and x axes.

Ultimately, we have established how these wave functions
are all related in a hierarchy of second-order breather solu-
tions. This concept has previously been obtuse, at best. The
degenerate solutions are in effect a missing link between
arbitrary superpositions and rogue waves. This understanding
is particularly significant as analytic expressions for higher
orders become vastly more complex, even for simple rogue
wave limits [23]. Second order is potentially the final regime
where the hierarchy of all structures can be efficiently
described. Even so, multibreather solutions that appear in
a chaotic wave field can still be studied in a similar way
as presented. The analysis here gives a good qualitative
description of the higher-order structures expected to be
generated. Numerics demonstrate, as shown in Fig. 9 with
a fifth-order rogue wave produced in the intersection of
five KM solitons, that this is potentially a way to produce
very high amplitude waves from much smaller structures,
without resorting to ideal rogue waves with infinite period.
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FIG. 9. (Color online) Numerical contour plot of the five-breather
solution |ψ | near the equal eigenvalue limit, with l ≈ 1.2i for all KM
solitons. One axis is exaggerated to emphasize the curvature of the
wave trains. The upper color bar limit does not signify the maximum
amplitude.

One of the important applications of our results is related
to the description of the higher-order modulation instability
of constant amplitude waves [38]. Varying two independent
frequencies within the instability band may create significantly
more complicated controllable periodic structures as a result
of modulation instability [39]. We have already mentioned
higher amplitude peaks within each period of modulation, but
the amplitude profile within each period may also vary and
can be tailored by adjusting the modulation depth and delay
between the two frequency components. These experiments
can be conducted either with water waves or in optics. Thus
our explicit solutions may significantly enrich the family of
pulse sequences and wave shapes that can be generated in
fiber and water tanks, respectively. The seminal experiments
have already been completed [9,12] and we expect further
progress in this exciting area of research.
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