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Dimensional crossover in fluids under nanometer-scale confinement
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Several earlier studies have shown signatures of crossover in various static and dynamics properties of a
confined fluid when the confining dimension decreases to about a nanometer. The density fluctuations govern
the majority of such properties of a fluid. Here, we illustrate the crossover in density fluctuation in a confined

fluid, to provide a generic understanding of confinement-induced crossover of fluid properties, using computer
simulations. The crossover can be understood as a manifestation of changes in the long-wavelength behavior of
fluctuation in density due to geometrical constraints. We further show that the confining potential significantly

affects the crossover behavior.
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Fluids under confinement represent a very important
class of system relevant in various branches of science
and technology, from biology [1] to tribology [2]. A bulk
three-dimensional (3D) fluid is expected to behave as a
two-dimensional (2D) system when confined to length scale,
comparable to molecular size. Consequently, when a fluid
is kept in an enclosed space, many of its behaviors alter
dramatically [3]. The understanding of crossover in fluid
properties from 3D to 2D behavior is one of the most
challenging problems, having both scientific and technological
importance. In reality, this crossover takes place in the presence
of a confining potential which makes the situation even more
interesting.

Confined water has drawn considerable attention in the
recent past: Surface force measurements show that water
molecules confined to a film of three to four molecular
diameters (~a nm) thickness, undergo ordering similar to a
solid [4]. The mechanical relaxation time (7) to dissipate the
stress after an external strain is applied becomes almost an
order of magnitude larger compared to the corresponding bulk
value under a confinement less than a nanometer. Such changes
have also been observed under nanometer scale confinements
in other molecular properties which depend on the collective
response of the system. The melting temperature of water drops
significantly when confined in silica nanopores of diameter
~3 nm as revealed by Raman scattering measurements [5].
Water confined in reverse micelles of a diameter ~nm [6] has
a static dielectric constant (g¢) that is three to four times lower
than the bulk value (~80) [7]. Sudden jumps in the viscosity (1)
and diffusivity (D) have been observed [8] in the case of linear
alkanes and alcohols in organosilicate nanopores of a diameter
of less than 2 nm. Measurements of refractive index (n) and
the equilibrium film thickness of cyclohexane confined within
two mica plates have shown a sudden transition from a 3D bulk
fluid to a 2D adsorbate for plate separation around a couple
of nanometers, with significant enhancement in fluctuations
of refractive index, changes in phase-transition temperatures
and normalized enthalpies, lowering of critical temperature,
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and anomalous fast self-diffusion [9]. However, such changes
in fluid properties under confinement depend on the nature
of the confining potential. Reference [10] studies water in
subnanometer confinements where the viscosity increases
substantially in a hydrophilic environment but not having so
much of an effect in a hydrophobic confinement.

There have been a number of theoretical studies on confine-
ment induced effects. Reference [11] reports on an extensive
grand-canonical Monte Carlo (GCMC) simulation [12] to
calculate the static properties of confined fluid and shows their
sensitivity to the wall structure. Reference [13] derives the
weighted density functional theory of a 2D fluid as a limiting
case of the corresponding functional for an inhomogeneous
3D fluid within a linearized approximation. Several other
theoretical and simulation studies address various problems
related to confinement such as capillary condensation [14],
adsorption on solid surfaces [15], freezing behavior [16],
dynamic properties such as the in-plane diffusion coefficient
[17,18] and rotational correlation time [18] and the glass
transition [19]. The 3D to 2D crossover under confinement
has been studied extensively near the critical point [20-22].
However, the question how the confinement-induced crossover
takes place in various fluid properties away from a critical point
has remained largely unaddressed.

The wave vector (k) dependent fluctuations in density
govern the majority of properties of a fluid, including static
quantities such as dielectric constant and refractive index,
as well as long-time dynamic quantities such as viscosity
and the self-diffusion coefficient and so forth [23]. Hence,
the crossover in all such properties should be generically
related to that in density fluctuations. We calculate to this
end the fluctuation in number of particles N in a slit of
parallel walls with a fixed volume V at absolute temperature
T, A = ((N — (N))*)/(N), the angular brackets representing
ensemble averages generated by GCMC simulations [12,24],
where the confined fluid is maintained at a chemical potential
w that is the same as that of the bulk far away from any phase-
transition point. The generality of experimentally observed
crossover, independent of system specific details, leads us
to consider a model fluid with a model wall-fluid potential
to capture qualitatively the generic effect of confinement.
We show that A undergoes a crossover from 3D to 2D
behavior without any accompanying phase transition below
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a confinement extending only a few molecular diameters,
measuring about a nanometer, the same length scale of
crossover observed in the experiments. Further, the crossover
in A can be understood from the suppression of the density
fluctuations in the system in a direction perpendicular to the
slit, beyond the wavelength given by the length scale of the
confinement. The dynamic density fluctuations, given in terms
of the Van Hove correlation function (VHCF), computed from
molecular dynamics (MD) simulations in an NVE ensemble
(E, total energy) [25] with initial conditions chosen from
the GCMC configurations [26], also exhibit similar crossover
in the in-plane diffusivity D). However, the crossover is
dependent on the confining potential: 3D to 2D crossover in
A and Dy for a fluid in a solvophobic slit is significantly
different from that in a solvophilic pore due to strong layering
of the fluid particles near the wall by a large wall attraction
in the latter case. We relate our observations to experimental
observations on different fluid properties that are dependent
on density fluctuations.

The model fluid is taken in a rectangular simulation box
with two parallel slits placed at a separation H on the z axis
at z = — H/2 and z = H/2, with fixed box lengths along
the x and y axes (L, = L, = 200, o being the particle
diameter). Here, the periodic boundary conditions are applied
along the x and y directions only. We consider a truncated
Lennard-Jones (LJ) potential with a cutoff radius L, /2 as
the interparticle interaction, u(r) = 48[(0’/)’)12 — (0/r)6], £
being the interaction strength and r the interparticle separation.
Due to large cutoff we have not added any corrections due to
truncation. The confining potential type is varied: hard walls
only reflecting the colliding particles, repulsive walls with a
wall-fluid interaction for a particle at z, u,_s(z — H/2) =
4¢'(o/1z — H/2)', and attractive walls, u,_(z — H/2) =
4¢'[(o/|z — H/2|)° — (0/|z — H/2|)*], where ¢’ = 10¢e. The
simulations have been performed at a LJ temperature 7*(=
kpT /e) =2.0 with a chemical potential [12] u*(= u/kgT) =
0.4, far away from any phase-transition point [27]. In the
MD simulations, we use the Verlet algorithm [12] to integrate
the equations of motion with a time step of 0.005 LJ units
[to = (mo?le)'/?~2.8 x 10712 s for argon, where m is
the mass of argon atom] [25]. The self parts of an in-plane
VHCEF [19], G(ry,t) = (1/N)(3_; 8(F — ?"‘(O) + ?"‘(t))), are
computed where 7| is the space variable parallel to the walls
(along the x-y plane) and ?ﬁ () is the position of the ith particle
along the x-y plane at time ¢. In the long time limit, the VHCF
is Gaussian, G(r|,t) ~ (1/4w Dt) exp[—rﬁ/4DHt].

The fluid density profiles in the direction normal to the slits
(z axis), given by the number of particles in a particular fluid
segment of width ~0.1o, exhibit layering for different wall
types similar to those in earlier studies [10,11,13]. Structurally,
the wall-adjacent layers for any type of wall assume 2D
behavior, as suggested by the in-plane radial distribution
function (RDF) [11,28,29]. For reflecting walls, at H = 40,
the central region is a fluid segment of one diameter width, the
corresponding RDF revealing a 2D structure. For H > 4o,
the central region of uniform density appears, revealing a 3D
bulklike RDF, which gets extended as confinement is relaxed.
These features of the central region are qualitatively the same
for the other wall types as well. The well-formed central region
resembles the bulklike inner core of water inside large reverse
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FIG. 1. (Color online) Different quantities in slits as functions
of H: (a) A, reflecting (triangles: simulation; dotted line: theory)
and repulsive (circles: simulation; dashed line: theory); (b) A in the
central region, reflecting (triangles) and repulsive (circles). (c) Cy,
reflecting (triangles) and repulsive (circles).

micelles [30]. The other layers formed in between the central
region and the wall-adjacent layers behave quite similarly as a
2D fluid.

The bulk 3D and 2D limits of A, shown in Fig. 1(a), are
evaluated from the bulk simulations of a 3D fluid and 2D disks,
respectively, at the same p and T. Figure 1(a) shows A as a
function of H for reflecting and repulsive walls. A exhibits
a clear 3D to 2D crossover in the case of reflecting walls:
A steep rise in A takes place around a critical separation
H,. = 40, where the structural crossover takes place in the
central region as well. A similar crossover is observed for the
repulsive walls also. The intimate connection of crossover in
A and the structural changes at the central region is illustrated
in Fig. 1(b), showing the behavior of A calculated over the
central regions. The striking similarity of these plots with those
in Fig. 1(a) confirms that the central fluid layer holds the key
to this crossover. The constant volume specific heat [12,24]
Cy as a function of H are featureless for both kind of walls
[Fig. 1(c)], ruling out any thermodynamic phase transition
associated with the crossover. This crossover in A qualitatively
matches the sudden increase in fluctuations in the refractive
index of cyclohexane confined between solvophobic mica
plates with a separation just below 2 nm (~H,), measured
from surface force experiments [9]. Thus, H. matches with
the length scale at which the jumps in 7, €9, 1, D, and n are
observed in experiments [4,7-9].

The crossover in A around H, can be made more explicit
within a simple theoretical treatment focusing on the long-
wavelength cutoff due to the confinement. A is given by the
long-wavelength (ko = 0) limit of the static structure factor
S(ko) in bulk [25]. S(ko) can be calculated from the liquid
direct correlation function ¢(r) via the Ornstein-Zernike (OZ)
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FIG. 2. (Color online) (a) Long-time limit of — In G,(ry,#) vs r”2 in
reflecting slits for H = 3.5¢ (triangles), 4o (circles), 60 (dotted), 8o
(solid), 100 (dashed), 160 (dashed-dotted), and 200 (dashed-dotted-
dotted) along with the corresponding 2D (diamonds) and 3D (squares)
limits. (b) Dy for reflecting (triangles) and repulsive (circles) slits.
(c) Dy of only the central region in a slit with reflecting (triangles)
and repulsive (circles) walls. (d) Layerwise value of Dy in a slit of
H = 140 with reflecting (triangles) and repulsive (circles) walls.
The leftmost layer is the central region and the rightmost one is
for the wall-adjacent layer. The middle one is for a layer in between
the two.

relation [25]. Within mean-field approximations for LJ fluids,
the c(r) is split into correlations due to the short-ranged
hard core, given by the Percus-Yevick form [25] CPY(r) for
r < o and an attractive tail, C'R(r) = — 4(elkgT)(o/r)® for
r=o [25]. In a slit geometry, we integrate over 7 in c(r)
to yield c(z). We compute S(k,o0), k, being the transverse
component of a wave vector, using the OZ relation S(k,0) =
[1 — pc(k,0)]", where p is the average fluid density in the
slit obtained from GCMC simulations. We ignore the density
inhomogeneity near the walls which is a good approximation
here, since the homogeneous central region, showing the
crossover, encompasses the majority of the slit. The spatial
integration for the Fourier transform of ¢(z) to calculate c(k,0)
becomes restricted as z runs from zero to H /2 corresponding
to a minimum wave vector k;f‘i“a = 2n/H. Here, A is defined
by the value of S(k""o). A comparison of simulation and
theoretical results for reflecting walls [Fig. 1(a)] reveals nearly
quantitative agreement. This indicates that the crossover is a
manifestation of cutoff in long-wavelength density fluctuations
due to a geometrical constraint. The repulsive slit results also
show good qualitative agreement between simulations and
the theoretical estimate [Fig. 1(a)]. This is because the fluid
layers in this case are formed away from the walls due to their
repulsive nature, creating a geometrical constraint similar to
reflecting walls.

The crossover shows up in the dynamic density fluctuations
as well, as demonstrated in Fig. 2(a) by the long time
(z~100 times larger than the diffusion time scale required
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for a tagged particle to traverse the length of its diameter)
behavior of —InGy(r,t) as a function of r”2 for different
values of H. The plots, shown for the reflecting slits, are
straight lines with slopes changing from 2D to 3D limit with
a sudden change above H = 4o. Note that the crossover in
Di(= Dy[m/o?€]'/?) almost coincides with that in A. D,
for both the reflecting and repulsive walls [Fig. 2(b)], become
maximum at the smallest value of H and drops around H =
60 to meet the bulk 3D value. Physically, under maximum
confinement, there is only one fluid layer resembling 2D fluid
where the self-diffusion is faster compared to the 3D situation.
The in-plane diffusivity drops, as the confinement is relaxed to
accommodate multiple fluid layers, due to contributions from
interlayer diffusion. Figure 2(c) shows Dj for the central layer,
which indicates that the crossover in Dy is primarily due to
the central region. Similar faster diffusion than bulk has been
observed for cyclohexane in mica pores of a few nm width
from NMR measurements [31], for water in carbon nanotubes
using flow measurements [32] and in earlier simulations [33].
This trend, however, is absent in the shear viscosity data of
water from atomic force microscopy (AFM) experiments with
a hydrophobic graphite substrate [10]. This could be due to
the fact that the geometry of a spherical tip sliding close
to a planar solid does not represent the strong confinement
limit.

We extract the in-plane diffusion coefficient for different
layers as well. In Fig. 2(d) we show the Dj data for different
layers for a reflecting and repulsive slit with H = 140. There
are only three different layers present in the slits with these
walls: the central region, the wall-adjacent layer and the layer
in between. Nearly 3D bulklike diffusion is observed in the
central region. The relatively faster in-plane diffusion observed
in the wall-adjacent layer compared to the other layers is
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FIG. 3. (Color online) Different variables for the attractive slits
as functions of H: (a) A, (b) Dy, and (¢) calculated Dy (Hmin)/ D} (H)
(squares) with a similar quantity n(H)/n(Hmin) for confined water
(diamonds) [10]. (d) Layerwise value of Dj in a slit of H = 140
with attractive walls. The leftmost layer is the central region and the
rightmost one is for the wall-adjacent layer. The data in between are
for the middle layers.
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probably due to the fact that, unlike other layers, the particles in
this layer are in contact with the smooth wall in one side which
makes the particles move faster compared to those which are
in between two layers of particles.

Let us now consider the effect of different wall-particle
interaction on the crossover. The case of the attractive walls
is different compared to the reflecting and repulsive walls.
Due to the attractive nature of the walls, the density in the fluid
layers close to the wall becomes very high. This suppresses the
fluctuation in the system which is reflected in very low values
of A in the extreme confinement limit (H~30) far from the
bulk 2D value [Fig. 3(a)]. Unlike the reflecting and repulsive
slits, here A gradually approaches the 3D limit for large H
from low values. The dependence of A on H [Fig. 3(a)] agrees
qualitatively with the observed trends in ¢ for the water pool
confined inside hydrophilic cavities of reverse micelles [7].
Under the strong confinements, Dﬁ‘ is about ten times smaller
for the attractive slit [Fig. 3(b)] compared to those for the
reflecting and repulsive walls. Variation of Dy is in agreement
with the earlier simulation reports on water in hydrophilic
silica pores [10,18]. Figure 3(c) shows the trends of the inverse
of Dj, qualitatively in agreement with the observations of the
estimated viscosity (1) of water confined between an AFM
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tip and hydrophilic surfaces [10]. The layerwise diffusion is
shown in Fig. 3(d) for H = 140. Note, here we get five distinct
layers in total. D} gradually decreases from the central to the
wall-adjacent layer. The diffusivity in the central region is near
the 3D bulk value while the particles in the high-density layer
close to the wall are almost immobilized due to the attractive
wall-fluid potential resulting in almost zero diffusivity.

In conclusion, we have shown that the dimensional
crossover in static density fluctuations for a confined fluid can
be understood from the modifications in the long-wavelength
response of the fluid due to confinement-induced geometrical
constraints. The dynamic density fluctuations also show the
signature of this crossover. Our results provide a clear relation
between the crossover of different physical properties and the
length scale of confinement, although the detailed nature of
the crossover is sensitive to the confining potential. Thus,
we suggest a possible general mechanism for the crossover
in a large number of diverse static and long-time dynamical
quantities under confinement.
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