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Calculation of electronic transport coefficients of Ag and Au plasma
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The thermoelectric transport coefficients of silver and gold plasma have been calculated within the relaxation-
time approximation. We considered temperatures of 10–100 kK and densities of ρ � 1 g/cm3. The plasma
composition was calculated using a corresponding system of coupled mass action laws, including the atom
ionization up to +4. For momentum cross sections of electron-atom scattering we used the most accurate
expressions available. The results of our modeling have been compared with other researchers’ data whenever
possible.
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I. INTRODUCTION

The electronic transport coefficients of metals (conductiv-
ity, thermal conductivity, and thermopower) play an important
role in both fundamental problems and applications. For
instance, information about these coefficients is necessary
to describe the wire explosion experiments, the interaction
of laser (or particle) beams with metals, and phenomena in
interiors of giant planets or white dwarfs [1,2]. During these
processes a metal may reach a dense plasma state, i.e., T �
10 kK, and densities less than normal (note that normal
density here refers to the value at an ambient pressure of
1 atm and a temperature of 293.15 K). This is the area of
supercritical fluid, which until recent times was inaccessible
for measurements, excluding only the case of alkali metals;
however, measurements for the plasma of nonalkali metals
in this region, based on the wire explosion technique, have
appeared during past two decades (see Refs. [3–6] and refer-
ences therein). We should note that for thermal conductivity
and thermopower there are still no published experimental data
in the region (only conductivity is measured). Nevertheless,
available measurements, together with progress in computer
productivity, have stimulated recent theoretical calculations.
Now theoretical and experimental investigations of these
coefficients exist for many metals in a wide range of densities
and temperatures [1–20].

The coefficients described in the preceding paragraph can
be calculated by various approaches. The most advanced of
them are ab initio simulations [5–7], which are constructed
upon formally exact Kubo - Greenwood formulas. In the
context of this technique, a metal is considered a two-
component system consisting of degenerate electrons and
classical positive ions. The Born-Oppenheimer approximation
can be applied in this case, i.e., the density-functional theory
(DFT) treats the electron subsystem for some fixed ionic
configuration, while the movements of ions are described
by molecular-dynamics (MD) simulations. There are several
numerical codes implementing this approach [7]. Although
ab initio simulations are possibly the most rigorous and
advanced approach, they are not a panacea (at least presently).
There are technical problems, specifically concerning the small
number of particles participating in simulations. There are
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also unresolved questions in physics, such as the unknown
exchange-correlation functional in DFT or ambiguity in
the choice of pseudopotentials. Besides, the pseudopotential
conception originates from the solid-state physics and, as a
rule, they are constructed to describe the substance properties
near the normal density. Thus additional problems can arise
at relatively small densities (much lower than normal one)
where different asymptotic theories are applicable. In this
case, the small number of particles mentioned above makes
MD simulations problematic as well.

Another group of approaches is based on average atom
models (AAMs) or cell models [6,8,10–14]. These methods
consider a substance divided into neutral cells, each containing
Z electrons, centered on a nucleus of charge Z, where Z is
the element number in the Periodic Table. The radius of each
cell is taken to be the Wigner-Seitz radius, determined from
the density and atomic weight. The electrons in the cell can
be described by DFT or Hartree-Fock techniques [12], which
result in the electron density or the electron wave functions.
Two latter objects allow one to construct self-consistent ion-
ion pseudopotentials [13]. Then Kubo-Greenwood or Ziman
formalism can be applied to calculate the coefficients of
interest [9,10,13]. This cell approach originates from Thomas-
Fermi (TF) theory as well as from solid-state physics (see, for
instance, Ref. [15]). The average charge of the cell (or average
ion charge) Zion can be introduced within AAMs (Zion � Z).
This value allows us to divide all electrons into bound and free
ones. The number of free electrons in a cell is Zion, while other
electrons (Z − Zion) are localized at the central nucleus. The
AAM approaches (starting from the TF model) are well suited
for the situation when Zion > 1, i.e., when the plasma is fully
ionized. However, in the case of relatively low densities (and
small temperatures) almost all electrons should be localized,
so Zion should tend to zero; metallic gas should consist of
atoms, which have a finite size, while the cell radius tends to
infinity. Thus, at relatively low densities the problems can arise
again, as in the case of ab initio simulations.

The next group of methods considers plasma as a many-
component mixture of electrons, positive ions, and atoms [16].
These methods are referred to as the generalized chemical
models (GCMs). Earlier this approach was applied to the cal-
culation of transport coefficients and the composition for some
metals [2,16–19] and noble gases [21–23]. It originates from
the physics of weakly coupled plasma that has relatively low
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densities, contrary to AAMs and ab initio simulations. Within
GCMs the free energy of a mixture (for a given mass density
and temperature) can be minimized with respect to the concen-
trations of particles contained in the mixture. This produces a
system of mass action law equations, making it possible to ob-
tain the composition. Then, like in the case of AAMs, various
methods can be applied to find the coefficients themselves. Be-
low we will consider this approach in more detail. Initially this
approach was applied to hydrogen plasma by Saha [24], who
considered it a mixture of noninteracting electrons, protons,
and atoms. One can see that at relatively low temperatures,
when a substance is not fully ionized, this approach requires the
definition of what an atom (or ion) is or how to divide free and
bound electrons. Consequently, GCMs work well at relatively
low densities, when such division is possible. In this case, vari-
ous theories relying upon asymptotic expansions and Green’s-
function techniques are applicable. Then a rigorous description
of the particle interaction is possible within these theories.
Analytical expressions for free energy can be constructed [1,2].
However, when the density grows, the atoms can be ionized
by pressure, so the expansions are no longer applicable. In
this case, the expression describing the interaction can still
be constructed (for instance, by means of an approximation
of numerical simulation data); however, these expressions
have no rigorous theoretical grounds, unlike the case of low
densities. The problem in the theoretical study is the following.
The analytical expressions for free energy at low densities can
be presented as sums of separate contributions, i.e., ideal and
nonideal. The latter can also be divided into terms originating
from interactions of specific separate components in the mix-
ture. For instance, it can be the charge-charge or neutral-charge
interaction. However, when the density grows, the interaction
increases as well. In this case, the spectrum of a separate
electron can be continuous, but it is no longer free because of
the interaction. This electron is also not bound, like in the case
of an isolated atom. Thus, under high densities (or pressures),
it is impossible to provide an unambiguous definition of what
an atom or any other complex particle is. Consequently, it is
impossible to unambiguously describe the interaction between
separate groups of particles. In this case, there is no rigorous
analytical expression for the free energy, depending explicitly
on the concentration of every component. As a result, the appli-
cation of the GCM approach is limited at increased densities.
Nevertheless, for most plasma states achieved in measure-
ments at T � 10 kK, this technique is still valid [16,19].

For a number of metals the transport coefficients and equa-
tions of state in the plasma region have already been studied
by various approaches mentioned above. For almost all of
these metals we also have the measurement data. For instance,
in recent experiments [3] Al, Ti, Fe, Ni, Cu, Mo, Ta, and
W plasmas were studied; however, among the noble metals,
only copper has received appropriate attention in theory and
measurements. For gold there are calculations of conductivity
[5,13] at T � 10 eV and corresponding measurements [5].
There are also calculations of Au conductivity within the AAM
at T � 10 eV [14]. For silver, to our knowledge, there are no
published calculations or any measurements in the plasma
region. (Of course, for Ag at liquid state, at T � 5 kK, we
have measurement data for conductivity and the equation of
state; see, for instance Ref. [25].)

Thus the aim of present work is the calculation of electron
conductivity, thermal conductivity, and thermopower of Ag
and Au plasmas at temperatures 10–100 kK. We have applied
the GCM to calculate the composition of Ag and Au plasma.
Then, to determine the coefficients themselves, we have used
the relaxation-time approximation, which, as we will see
below, requires knowledge of the momentum cross sections.
It should be mentioned that some preliminary results (only on
the conductivity) are contained in Ref. [26]. The present paper
contains (besides thermal conductivity and thermopower)
more extended data and additional conductivity calculations
and analysis, which are absent in Ref. [26].

The paper is organized as follows. In the following section
formulas for the calculation of the coefficients and the chemical
compositions are presented. Section III contains a description
of the results; we will also compare the present results with
the available data of other authors. A summary will be given
in Sec. IV.

II. THEORETICAL RELATIONS

A. Relaxation-time approximation

The general scheme of the investigations of transport coef-
ficients follows from the kinetic equations and, in particular,
from the famous Boltzmann equation [27]. The mixture of light
electrons and different heavy particles, comprising partially
ionized plasma, is an example of the so-called Lorentz gas (or
plasma). (It is the substance where the mass of one kind of
particle in a mixture is much smaller than the masses of other
kinds). If one uses the kinetic equation with the distribution
function fe to describe the behavior of electrons, then for
the case of Lorentz plasma, the Boltzmann collision integral
(as well as some other collision integral) can be transformed
into a much simpler nonintegral expression, which has the
form [13,27] (

dfe

dt

)
St

= −fe − fe0

τ
, (1)

where fe0 is the equilibrium distribution function and τ

is the relaxation time. Correspondingly, Eq. (1) and its
consequences are known as the relaxation-time approximation,
τ approximation, or Bhatnagar-Gross-Krook (BGK) approx-
imation [28,29]. The solution of the kinetic equation within
the BGK approximation, in turn, gives rise to possibly the
simplest expressions for the electron transport coefficients
[19,23,29,30]. Since the derivations of the corresponding
relations for the electrical conductivity σ , thermal conductivity
κ , and thermopower St are presented in Refs. [27,29,30], here
we give only the final formulas

σ = −2|e|2√2me

3π2h̄3 I3/2, St = 1

|e|T
(

μ − I5/2

I3/2

)
,

κ = − 2
√

2me

3π2h̄3T

(
−I7/2 + (I5/2)2

I3/2

)
,

(2)

In =
∫ ∞

0
εnτ (ε)

∂f0

∂ε
dε,

f0 = 1

exp
(

ε−μ

kBT

) + 1
, τ−1 =

∑
s

nsA
m
es(ε)

√
2ε

me

.
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Here me is the electron mass, e is the electron charge, h̄ is
the Planck constant, kB is the Boltzmann constant, T is the
temperature (in degrees kelvin), Am

es(ε) is the momentum cross
section of electrons on heavy particles of type s (s includes
ions and atoms; the indices a, e, and i below will refer to
the atoms, electrons, and ions, respectively), ε is the electron
energy, f0 is the Fermi-Dirac distribution function [which
corresponds to fe0 in Eq. (1)], ns is the number density of
heavy particles, ne is the electron number density, and μ is the
chemical potential of an ideal electron gas. The cross section
Am

es(ε) and the disappearance of the angular dependence are
discussed in detail in Ref. [30]. The chemical potential μ can
be calculated by means of a well-known relation [2,16,27]

ne =
√

2mekBT

πh̄
J1/2

(
μ

kbT

)
,

(3)

Jn(x) =
∫ ∞

0
yn[1 + exp(y − x)]−1dy

where Jn(x) is the Fermi integral [2].
We should note that initially the τ approximation was

obtained for the Boltzmann collision integral [28], which is
valid for dilute gas with a prevalence of pair collisions. Thus,
there are more complicated and more exact theories, which
account for the effects beyond the pair collisions. For instance,
the application of the Zubarev relevant operator approach [16]
allows one to obtain more general and rigorous expressions
than Eq. (2). For our present goal, though, the relaxation-time
approximation is sufficient.

Equations (2) take into account only the scattering of
electrons on heavy particles, but not the collisions between
the electrons. Reference [13] correctly notes that the electron-
current operator commutes fully with the electron-electron
interaction Hamiltonian [see Eq. (16) of Ref. [13]]. Conse-
quently, electron-electron collisions do not contribute directly
to Kubo-Greenwood formulas, where the conductivity is
calculated via a current-current correlation (averaged over the
equilibrium distribution function), but they do change the form
of the nonequilibrium part of the single-particle distribution
function [see Ref. [22(a)]]. Thus, if the conductivity is obtained
via kinetic theory and, consequently, using this nonequilib-
rium part, then the electron-electron contribution should be
included. A more detailed discussion about electron-electron
contribution is presented in Ref. [22]. Within the relaxation-
time approximation, the electron-electron contribution cannot
be included directly due to the conservation of momentum.
However, this approximation accounts only for the first term
of the distribution function expansion. So it is possible to
go beyond the first term to account for the electron-electron
contribution. Then the contribution of the electron-electron
collisions can be included by means of an additional factor,
which was introduced by Spitzer and Härm [31] for a fully
ionized two-component plasma. For conductivity [31], σ →
γee(Zion)σ , where Zion is the ion charge. When Zion → ∞ the
factor γ → 1. This factor was generalized in Ref. [32] for
classical statistics [below, this result is denoted by γ ∗(Zion)].
For the case of a partially ionized plasma the effects of possible
electron degeneracy were taken into account [2,30]. Here we
use the result of Refs. [2,32], where a corresponding factor

was included in the collision frequency:

τ−1 =
⎛
⎝naA

m
ea +

∑
j

γ (Zj )njA
m
ej

⎞
⎠

√
2ε

me

,

γ ∗(Zj ) = 3π

32

(
1 + 153Z2

j + 509Zj

64Z2
j + 345Zj + 288

)
, (4)

γ (Zj ) = γ ∗(Zj ) − [1 − γ ∗(Zj )]
TF√

T 2
F + T 2

.

The index j relates to positive ions only, while the index a

relates to the atomic component. The Fermi temperature TF

is expressed as TF = h̄2(3πne)2/3/2mekB . As one can see, for
fully degenerate electrons (T/TF → 0), γ (Zj ) → 1.

Evidently, the application of Eqs. (2)–(4) requires knowl-
edge of the momentum cross sections Am

es and the chemical
composition, i.e., ni ,na , and ne. Below, we will describe how
these values can be obtained.

B. Cross sections

In a many-component plasma one needs to consider
electron-ion and electron-atom scattering. The electron-ion
collisions under the conditions considered here can be treated
using the Born approximation, which gives rise to a formula
of Rutherford type for the electron-ion transport cross section,
but with a modified Coulomb logarithm with maximum and
minimum impact parameters to ensure convergence of the
collision integral. The corresponding expression used in our
calculations can be obtained by many ways [2,16]. Its final
form is

Am
ei(ε) = π

ε2

(
Zie

2

4πε0

)2


,


 = 0.5[ln(1 + b) − b/(1 + b)], b = 8meεr
2
D

/
h̄2, (5)

where rD is the usual Debye radius [2] and ε is the energy of
projectile particle (electron).

Measurements of electron-atom momentum cross sections
for metals were unavailable until recently. Consequently, some
model potentials (as a rule, of polarization type) have been
used to calculate this value [1,2,16,33]. At large distances the
neutral-charge potential decreases as r−4. Below, there are two
examples of these model potentials: UPP was used in Ref. [16]
and UHW was used in Ref. [1] (PP denotes polarization poten-
tial and HW denotes hard wall). They have the following form
(in a.u.):

UPP(r) = − α

2
(
r2 + r2

0

)2 , UHW(r) =
{− α

2r4 , r > rHW

+∞, r � rHW.

(6)

Here α is the atom polarizability, which is a known value
(see, for instance, Ref. [34]). In Ref. [16] the expression for
the core radius r0 was r4

0 = α/2Z a.u. (Z = 79 for Au and
Z = 47 for Ag, with Z the element number in the Periodic
Table). The hard-wall radius rHW has been determined here
by the requirement that the ground-state energy level for
UHW must equal the negative-ion energy of the corresponding
atom (IAu− = 2.308 63 eV and IAg− = 1.302 eV [34]). The
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TABLE I. Parameters for the potentials in Eq. (6).

Parameter Ag Au

α (a3
Bohr) 52.59 35.12

r0 (aBohr) 1.643 1.351
rHW (aBohr) 1.642 1.422

parameters α, r0, and rHW are listed in Table I. We should note
that the present definitions of the parameters r0 and rHW are
not the only ones possible. For instance, if an atom has no
negative ion, one should find another way to determine rHW

(see Ref. [1]). So the parameters of the model potentials can
add a source of possible errors.

In recent years, the phase shifts for a number of metals,
including Ag, were measured [35]. The calculations have
been carried out consistently with the experiments. These
calculations were performed with a parameter-free complex
optical potential (OP) [35–37], which also accounts for the
polarization effects. However, the influence of core electrons
is regarded within the density-functional theory, which is much
more accurate than the simple approximation used in Eq. (6).
Optical potential calculations are in good agreement with
phase-shift measurement data. In Fig. 1 we present the elastic
momentum cross sections for electron-atom scattering for Ag
and Au. The cross sections Am

ea for UPP and UHW potentials
were calculated here with the widely used variable-phase
approach [38]. One can see that the OP can describe the
features in cross-section behavior that are lost when the
simple potentials in Eq. (6) are applied. Consequently, in our
calculations we used the cross sections obtained by means of
the OP. We now discuss the composition calculations.

C. Plasma composition

As we mentioned in the introduction, we consider plasma
consisting of neutral atoms (index a or 0), electrons and several
kinds of positive ions. The GCM approach will be used to
calculate the composition. We will take into account the ions
up to charge +4. The particle densities ni , na , and ne follow
the conditions of charge neutrality and the mass conservation
at a given mass density ρ:∑

j

jnj = ne, j = 1,2,3,4, . . . , (7a)

mana +
∑

j

mjnj + mene = ρ. (7b)

Here ms is the mass of corresponding sort of particles. The
substitution of Eq. (7a) into Eq. (7b) removes ne and changes
the expression under the summation mj → mj + jme. Re-
garding me � ma,mi and ma ≈ mi , Eq. (7b) is usually
reduced to na + n1 + n2 + · · · = ρ/ma . Further, to determine
the particle densities, it is necessary to find the free-energy
F minimum subjected to the conditions in Eqs. (7), i.e., to
find the constrained minimum [1,2]. Consequently, one should
differentiate the corresponding Lagrange function with respect
to the particle numbers Na , Ne, and Ni . (The particle density
n and the number of particles N are related as n = N/V ,
where V is the system volume.) By definition the derivative

FIG. 1. (Color online) Comparison of electron-atom elastic mo-
mentum cross sections for different potentials. The lines with symbols
denote potentials: the polarization potential (PP) (circles) and the
hard-wall (HW) potential (squares) [Eq. (6)]. The solid line denotes
the OP [36,37]. (a) Results for Ag. (b) Results for Au.

∂F/∂Ns = μs , where μs is the chemical potential of the
sth component. Thus, the resulting equations would describe
the process of ionization and recombination [16]. Until now,
we have not specified a particular form of F . Without loss
of generality one can write F = Fid + Fint, where Fid is
the free energy of noninteracting particles, while Fint is the
interaction contribution. The ideal term Fid should include
the interior partition functions of atoms and ions; however,
the latter objects are divergent, therefore, some approximation
is necessary for them. Below we will discuss this question
in more detail. In Saha’s work [24] only the Fid term was
used. Thus subsequent generalizations, which have resulted
in GCMs, intended to take into consideration the term Fint in
the form of some explicit function of Na , Ne, and Ni . This
task was mentioned in the Introduction. It is clearly related to
the problem of separation of the free and bound electronic
states [1,2], so it has no unambiguous general solution,
but some approximations are possible. Within GCMs it is
supposed that Fint can be divided into different contributions as
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follows [2,21,23]:

F (Ns,Ne,V,T ) = Fid + Fint = Fid + Fch-ch + FN-ch, (8a)

μs = ∂F

∂Ns

⇒ μs+1 + μe = μs,

s = 0,1,2, . . . . (8b)

The index 0 relates to the atom. Equation (8b) gives a system
of coupled mass action law equations, which are usually used
to determine the composition [2]. Below, we will suppose that
the heavy particles obey the classical statistics, while electrons
can be degenerate. The ideal part of the free energy for classical
particles is a sum of ideal free energies for separate components
(denoted by index s), which are well-known values [2,21]:

Fid(Ns,V,T ) = kBT Ns ln

(
nsλ

3

Qse∗

)
, λ =

√
2πh̄√

mskBT
. (9)

Here e∗ = 2.718 28 · · · is the Euler number, Qs is the interior
partition function for the particle of type s (mentioned above),
and λ is the de Broglie thermal wavelength [1,2]. For a degener-
ate system of noninteracting electrons the chemical potential
is defined by the implicit equation (3). The other terms in
Eqs. (8) are defined as follows: Fch-ch is the contribution
due to the (charge-charge) interaction of charged species and
FN-ch is the contribution due to the interaction of atoms with
charged particles. The atom-atom contribution in metals is
usually negligible [2,16] and will not be considered here.
Various expressions for the respective contributions under
consideration are possible [2,16,23]. The FN-ch contribution
is usually described by means of the second virial coefficient
approximation [2,16], i.e.,

V FN-ch = 2kBT Na

∑
s=i,e

Bsa(T )Ni, (10)

where V is the volume and Bia(T ) is the second virial coeffi-
cient. The latter was obtained here through a linearized Mayer
function, like in Refs. [2,16], i.e., Bia(T ) = ∫

UPP(r)d3r . Here
we used the polarization potential presented in Eq. (6). The
interaction between the charges can be described by various
approximated expressions. At low densities one of the most
successful approximations [39] was obtained by means of a
fugacity expansion within the grand canonical ensemble. For
high densities it is possible to use Padé approximations [2,16].
In present calculations we have used the free energy Fch-ch

offered in Ref. [40], which successfully connects both limits.
Thus, substituting Fid, FN-ch, and FN-ch into Eqs. (8), we have
the necessary expression for the free energy. Using Eq. (9), the
particle densities can be obtained in explicit form [2]. Then
Eqs. (7) and (8) can be transformed into the following system:

ns+1

ns

= Q∗
s

Q∗
s+1

exp

[
− 1

kBT
[Is − 
Is + μid(ne,T )]

]
,


Is = 
μs + 
μe − 
μs+1, s = 0,1,2, . . .


μs = ∂Fint

∂Ns

, 
μe = ∂Fint

∂Ne

, (11)

n0 +
∑
s>0

ns = ρ/ma,
∑
s>0

sns = ne.

Here μid is defined by Eq. (3), Is is the ionization potential
(in the ground state) for the particle of type s, and 
Is is

the decrease of the ionization potential due to the particle
interaction. It is the system of Eqs. (11) that is usually
solved to obtain ns . The internal partition functions are
Q∗

s = Qsexp(E0s/kBT ), where E0s is the ground-state level
energy for the particle of type s. The value Qs for an isolated
particle is defined as the sum over energies of the bound levels:
Qs = Qs(T ) = ∑

j gj exp(−Ejs/kBT ), where gj shows the
level degeneracy. As we mentioned above, this sum is divergent
[1,2]. The divergence expresses the fact that the isolated
particle is not a statistical system, so the conceptions of
temperature and partition function are absent for it. However,
real particles are always located in a substance; consequently
their energy spectrum should be changed because of the
particle interaction. In the first approximation it coincides with
the spectrum of isolated particle, but it should be truncated at an
energy level where the bound states cease to exist. Thus, only
a finite number of levels is left. This truncation procedure has
no unique implementation as far as it is again directly related
to the separation of the free and bound states for a particle in
a media. The latter task has no unambiguous solution, as we
mentioned above. Nevertheless, there are several approaches to
this problem. Some of them give rise to a density dependence
in the partition function: Qs(T ) → Qs(T ,ns). In this case
the derivative ∂Qs(ns)/∂ns should be added to 
Is . The
corresponding correction can be important at low densities
[41]; however, here we will use the Planck-Larkin procedure
[1,2,41], which keeps Qs density independent, i.e.,

Qs → QPL
s =

∑
j

gj

(
exp(−Ejs/kBT ) − 1 + Ejs

kBT

)
. (12)

The set of energy levels Ejs for atoms and singly ionized
ions of Ag and Au studied here can be found in the National
Institute of Standards and Technology electronic database [42].
The levels for higher ionized ions are presented in Ref. [43].

As we mentioned in the Introduction, the GCM approach
has no rigorous theoretical grounds at higher density. Although
the composition within the GCM can be formally calculated
at any density and temperature, usually it gives correct results
when the interparticle interaction is not too great [2,18]. Thus
our calculations will be limited by some density ρup from above
to ensure that the coupling parameter � ∼ e2n

1/3
e /kBT � 1.

For instance, for Ag at T = 10 kK, ρup ∼ 1 g/cm3. Evidently,
at higher temperatures ρup increases; this question will be
revisited later.

To characterize the plasma composition it is convenient to
introduce the values [1,2,16,23]

αe = ne

na + ∑
s>0 ns

≈ nema

ρ
,

(13)
αs = ns

na + ∑
s>0 ns

≈ nsma

ρ
, s = 0,1,2, . . . .

The ionization degree αe shows how many free electrons are
generated per heavy particle, while the relative particle fraction
αs is the analogous value for a particle of type s. For two-
component average atom models the average ion charge Zion

also shows how many free electrons are generated per cell
[5,13,18]. Thus it has the same physical meaning and we can
compare αe in GCMs and Zion in average atom models where
available.
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For Ag plasma there are no data about αe, αs , or Zion in
GCMs, but there are results for Zion within the TF model
[5,12,13]. We use the data on αe for Ag plasma at isochor
ρ = 0.1 ρn = 1.05 g/cm3 (ρn = 10.5 g/cm3 is the normal
density of silver) from Ref. [41(d)]. These data are presented
in Fig. 2. In Fig. 2(a) the particle fractions of ions and atoms
are presented at isochor ρ = 1.05 g/cm3. At this relatively low
density the ionization is caused mainly by temperature. Thus,
the atoms dominate when T � IAg = 7.576 24 eV ≈ 90 kK
(IAg is the ionization potential of Ag atom). With temperature
growth, the fraction of atoms decreases, while ionic fractions
increase. At T = 100 kK atoms nearly vanish and Ag2+ ions
prevail. The fraction of Ag3+ is also non-negligible, but the
fraction of Ag4+ is still indistinguishable from zero on the
scale of Fig. 2(a). In Fig. 2(b) the ionization degrees αe at the
same isochor are presented according to different models. As
one can expect in the models considered, αe increases with

(a)

(b)

FIG. 2. (Color online) Composition of Ag plasma at isochor
ρ = 1.05 g/cm3 according to different models. (a) Relative fractions
of ions and atoms in the present model. (b) Ionization degree
αe. Dashed lines denote results from the Thomas-Fermi model
and circles denote the Khomkin-Shumikhin (KS) results from
Ref. [41(d)].

FIG. 3. (Color online) Ionization degree of Ag plasma at
isotherms T = 10, 20, and 30 kK. The solid lines denote results from
the present calculations and the dashed line denotes results from the
TF model at T = 10 kK.

temperature. However, in the TF model, Zion > 1 even at T ≈
10 kK, when the ionization is weak. This nonphysical behavior
is especially evident at isotherms. The ionization degree at
isotherms is presented in Fig. 3. Usually the ionization degree
at isotherms for partially ionized plasma has a minimum at
some point [16–23]. At isotherm T = 10 kK this minimum
is located near 0.1 g/cm3 in both our calculation and the
TF model. Even at this point, though, the TF model gives
Zion > 1. Evidently, one needs an average atom model more
advanced than the TF model to faithfully describe the variation
of Zion. For Au we can make a comparison with more advanced
AAM approaches [13,14], but at higher temperatures: 5 and
10 eV. (In Ref. [14] only data at T = 10 eV are present.)
The corresponding results are presented in Fig. 4. At these
temperatures Au plasma can be fully ionized as far as IAu =
9.225 66 eV ∼ T . The parameter αe (or Zion) grows with
density in all models. In Refs. [13,14], however, this growth is
described by a very steep dependence, with an abrupt transition
at normal density ρn = 19.3 g/cm3. The growth leads to full
ionization of s and d noble atom shells at ρ > ρn. The TF
model yields a much smoother increase in Zion. Our GCM
model shows the lowest ionization degree with respect to the
AAM approaches. It is noted that at ρ ≈ 0.8ρn the average
charge in the Dharma-wardana (DW) model [13] at T = 5 eV
becomes greater than at T = 10 eV. There are no explanations
for this behavior in Ref. [13], so it can only be ascribed to
a model artifact. We should mention that the average charge
(or ionization degree) is not defined unambiguously and it
is not measurable directly. Moreover, ab initio methods do
not require the knowledge of the average charge. Thus there
is no uniquely correct model for this value. However, from
general physical considerations we know features typical of it,
some of which have been mentioned above. For example, there
is a region of moderate densities at low temperatures (much
lower than the atom ionization potential) where Zion < 1.
The GCMs, including the present calculations, demonstrate
this behavior. The cell models usually have Zion > 1 for all
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FIG. 4. (Color online) Ionization degree of Au plasma at
isotherms T = 5 and 10 eV according to different models (ρn =
19.3 g/cm3 is the normal Au density). GCM denotes results from
the present calculations (red line corresponds to 5 eV and red line
with open circles corresponds to 10 eV); DW denotes results of
Dharma-wardana [13] (black line with solid squares corresponds to
5 eV and black line with solid triangles corresponds to 10 eV); and
TF denotes results from the Thomas-Fermi model (blue dashed line
corresponds to 5 eV and blue open circles corresponds to 10 eV). At
T = 10 eV the results of Yuan et al. [14] are added (green line with
open squares).

densities, which is the case for the TF and DW models
considered here (see Fig. 1 of Ref. [13]). Thus, at low
temperatures and moderate densities, the present composition
model appears to provide better results. When the temperatures
become higher (at the same moderate densities) to produce full
ionization, it is difficult to say which kind of model is better.
Under compression, however, the ionization is influenced by
the interparticle interaction. At elevated densities the latter
is better described in cell models. Consequently, at ρ ∼ ρn

the cell models appear to be more physical, in particular,
the DW model (of course, if the above-mentioned artifact
can be explained or removed). Therefore, relying on the
αe behavior only, we cannot choose which kind of model
is preferable for all the density ranges. Additional study is
necessary with other values such as conductivity. Evidently,
a different ionization description in the considered models
results in different behavior of the conductivity (and other
coefficients), as we will see in the following section.

III. RESULTS

A. Conductivity

First we present the results of the calculation for the
conductivity. Although for Ag plasma we have no data for
transport coefficients, we can use the compositions at ρ =
1.05 g/cm3, according to the GCM [41] (see the preceding
section) to calculate the conductivity at this isochor within
the τ approximation. In Fig. 5 the corresponding data are
presented at isotherms T = 10, 15, and 20 kK and at the

KS

FIG. 5. (Color online) (a) Conductivity of Ag plasma at isotherms
T = 10, 15, and 20 kK. (b) Conductivity of Ag plasma at isochor
ρ = 1.05 g/cm3. KS denotes the result of our calculation with
composition of the model [41] (see the text).

isochor ρ = 1.05 g/cm3. The conductivities, calculated with
both compositions at the isochor, show close results, which
is not surprising as variants of the GCM have been used
in both cases. The coupling parameter � ∼ e2n

1/3
e /kBT � 1

along the isochor, while the degeneracy parameter [see Eq. (4)]
TF /T < 0.1; however, at the lowest isotherm (T = 10 kK)
� ∼ 2 and TF /T ∼ 0.4 at 1 g/cm3. These values may
indicate some limits of applicability for our calculations for
Ag plasma within the considered model. Unfortunately, we
cannot estimate the applicability of the present model from a
comparison with any other data because the latter are absent.
Here, though, the electron-atom contribution is described
within the second virial coefficient approximation in Eq. (10).
This approximation is applicable when its contribution to the
pressure is much smaller (or at least smaller) than the ideal gas
pressure, i.e., Avirial ≡ 2Bsanans/(na + ns) � 1. For the case
in which atoms exist in plasma, i.e., when the temperature is
sufficiently lower (much less than the atom ionization poten-
tial), this relation can be checked. For isotherm T = 10 kK
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FIG. 6. (Color online) Conductivity of Au plasma at isotherms
T = 5 and 10 eV. GCM denotes results from the present calculations,
DW denotes results from Ref. [13], and Yuan et al. denotes results
from Ref. [14].

at ρ = 1 g/cm3, Avirial = 0.33 and at ρ = 1.5 g/cm3,
Avirial = 0.73. Thus the violation of the condition Avirial � 1
at ρ � 1 g/cm3 at this density value can additionally indicate
the limit of applicability (at least at T = 10 kK).

For Au plasma there are conductivity data calculated in
Refs. [13,14]. In Fig. 6 these calculations, together with our
results, are presented at the isotherms T = 5 and 10 eV. One
could see that the model [13] shows the change in conductivity
behavior at ρ ∼ 0.4ρn and ρn = 19.3 g/cm3. Up to this density
the conductivity in both models increases with temperature.
Moreover, at T = 10 eV our calculations are in good agreement
with the data of Ref. [14] when ρ � 0.2ρn. This trend usually
corresponds to the plasmalike behavior. At higher densities,
however, the conductivity in the model [13] decreases with
temperature, like in liquid metals.

We should note that the steep increase in conductivity
and change of its temperature dependence can be associ-
ated with the so-called dielectric-metal transition [1,2]. This
phenomenon for many metallic plasmas can be more clearly
seen in experiments if the temperature is much lower than the
ionization potential of the corresponding atom [3], say, T =
10 kK for nonalkali metals. In this case, if initially a substance
is at a point with minimum ionization, it has low conductivity
corresponding to the dielectric value. Then the compression
along the isotherm gives rise to quick ionization and growth of
conductivity to the metallic values. This behavior, also known
as pressure ionization, was observed in measurements [3,4]
and can be described by various approaches as mentioned in
the Introduction, including the GCM [16]. One could see the
onset of the pressure ionization in Fig. 3 at ρ > 0.1 g/cm3

for Ag plasma and in Fig. 4 at ρ > 0.4ρn for Au plasma.
In addition to the increase in ionization, the character of the
conductivity dependence on the temperature also should be
changed, like in the AAM results of Ref. [13] in Fig. 6. This
change is provided by the model of conduction itself, as well
as the composition. The relaxation-time approximation used

TABLE II. Conductivity and mean ionization for Au plasma at
ρ = 0.5 g/cm3: σ ∗ denotes the data from Ref. [5], σ denotes the data
from our calculations, ZTFD denotes the TFD mean ionization from
Ref. [5], and αe denotes our mean ionization.

T (kK) σ ∗ [(� m)−1] σ [(� m)−1] ZTFD αe

15.0 0.98 × 104 1.11 × 104 0.46 0.23
20.0 2.38 × 104 2.48 × 104 0.66 0.46
25.0 3.81 × 104 3.95 × 104 0.85 0.66
30.0 5.03 × 104 5.52 × 104 1.02 0.82

here cannot reproduce it. To obtain liquidlike behavior it is
necessary to introduce the ion-ion correlations in the effective
time τ by means of the structure factor [15]; alternatively,
it would be better to calculate not the average time 〈τ 〉 but
the inverse value 〈1/τ 〉, like in the extended Ziman formula
[13,14]. [More details about the extended Ziman formula
are presented in Ref. [13], Eqs. (12)–(14).] Thus, possibly
ρ ∼ 0.4ρn is the upper limit of applicability of the present
model for Au at these temperatures.

In addition to the data of Refs. [13,14], the conductivity of
Au plasma was measured in Ref. [5] at ρ = 0.5 g/cm3, which
corresponds to 0.026ρn. At this density, our model should
be applicable. Unfortunately, the experiments allow one to
determine the internal energy, while the temperature cannot be
obtained from the measurements directly. However, together
with the measurements, ab initio simulations have been carried
out in Ref. [5], where there are also the estimates of Zion

according to different models, including the Thomas-Fermi-
Dirac (TFD) model. In Table II we present the corresponding
data on the conductivity and average charge. One can see that
conductivities in both models are in good agreement.

One more way to validate the current approach is to consider
another noble metal: Cu. For Cu there are measurements
and calculations of conductivity in Ref. [6] together with an
estimation of the mean ionization 〈Z〉, analogous to that ones
in Ref. [5] for Au. These measurements have also been carried
out at the isochor ρ = 0.5 g/cm3. Unfortunately, we have no
data for the OP momentum cross section for Cu; however,
we can use the potential UPP from Eq. (6) with our GCM (its
parameters for Cu are α = 41.165a3

Bohr and r0 = 1.609aBohr).
In Table III a comparison of our calculations for Cu with
the data of Ref. [6] is presented. For Cu the difference in
conductivity from the data of Ref. [6] is greater than in case
of Au, but it can be explained by an inexact cross section.

TABLE III. Conductivity and mean ionization for Cu plasma at
ρ = 0.5 g/cm3: σ ∗ denotes the data from Ref. [6], σ denotes data
from our calculations, 〈Z〉 denotes the mean ionization from Ref. [6],
and αe denotes our mean ionization.

T (kK) σ ∗ [(� m)−1] σ [(� m)−1] 〈Z〉 αe

10.0 1.00 × 104 3.22 × 103 0.10 0.05
15.0 2.00 × 104 1.17 × 104 0.21 0.18
20.0 3.10 × 104 2.42 × 104 0.32 0.30
25.0 5.40 × 104 4.06 × 104 0.58 0.52
30.0 7.00 × 104 6.01 × 104 0.73 0.70

066403-8



CALCULATION OF ELECTRONIC TRANSPORT . . . PHYSICAL REVIEW E 84, 066403 (2011)

B. Thermal conductivity and thermopower

For two other thermoelectrical coefficients (thermal con-
ductivity κ and thermopower St ) there are no data in the
plasma region for either Ag and Au, so here we can discuss
only our results. In Fig. 7(a) the thermal conductivity is
presented at isotherms T = 10, 20, and 50 kK. Its behavior
is similar to the trends in conductivity. At T = 10 and 20 kK
gold plasma is more ionized than the silver plasma, so its
thermal conductivity is a little higher. At T = 50 kK we have
the opposite situation. We should note that the definition of
thermopower considered here [see Eq. (2)] is not the only one
possible. Phenomenological electric and heat currents consist
of different contributions due to various inhomogeneities [27].
Each of the thermoelectric coefficients corresponds to some
inhomogeneity. For instance, electrical conductivity describes
the contribution due to the external field (in our case, it is
an electric field), while two other coefficients describe the
contribution due to the temperature gradient, which results in
the appearance of the chemical potential gradient, which can be
interpreted as an inhomogeneity in the chemical composition.
The corresponding contribution can be separated into an
additional term or it can be included in other contributions.

(a)

(b)

FIG. 7. (Color online) (a) Thermal conductivity of Ag (dashed
lines) and Au (solid lines) plasma at isotherms T = 10, 20, and
50 kK. (b) Thermopower of Ag (dashed lines) and Au (solid lines)
plasma at isotherms T = 10 and 50 kK.

For the latter case the definition of St in Eq. (2) should be
modified as S∗

t = St − μ/eT . A similar modification has been
done, for instance, in Ref. [16]. The value S∗

t is presented in
Fig. 7(b) for two isotherms T = 10 and 50 kK. We should
note that in a fully ionized Lorentzian two-component plasma
(without the electron-electron contribution) S∗

t = −4kB/e =
−0.345 mV/K [27]. In our case, as one could see in
Fig. 7(b), S∗

t → −0.338 mV/K at low density. There are
two possible explanations for this difference. The first one
is that the electron-electron contribution is not negligible at
small densities in our model. The other is that the plasma
has more than two components under these conditions. We
should note that the growth of S∗

t with density also can
indicate a nonmetal-to-metal transition, which is observed for
conductivity (see Refs. [1,2,16]).

One more interesting question is how the Wiedemann-Franz
relation is fulfilled for σ and κ . For degenerate electrons
in liquid metals, when T/TF → 0, the experiments and
theory show that σ and κ are connected as κ = LσT (kB/e)2

[15,44], where the factor L, known as the Lorentz number, is
constant L ≡ L0 = π2/3 ≈ 3.29. At the opposite limit, when
T → +∞ (a classical Lorentz plasma), this relation also
holds. In this case, if electron-electron collisions are dis-
regarded, L = 4 [27,29,31]. In partially ionized plasma,
however, there can be atoms, which is different from the
case for liquid metals or fully ionized weakly coupled plasma.
Therefore, L is not necessarily constant. The calculations of
L in partially ionized plasma for various metals have been
presented previously, for instance, in Refs. [16,18]. If one
considers the variation of L along some isotherm at T � I ,
where I is the ionization potential of the corresponding atom,
the Lorentz number can be half π2/3 if ρ < ρn (ρn is the
normal density). Although L increases and approaches L0 if
the density increases. The Ag and Au plasmas demonstrate
analogous behavior. The Lorentz number varies from 1.4 to
3.29 for both metals, where the lowest value corresponds to
the state with the lowest ionization.

IV. CONCLUSION

In this paper the electrical and thermal conductivity, as
well as the thermopower, were calculated for silver and gold
plasmas within the relaxation-time approximation. To describe
electron-atom scattering we have used the most accurate
presently available data for the momentum cross sections.
The composition of the substance under consideration was
obtained by means of a generalized chemical model. We have
found that our model is applicable when the coupling constant
� � 1. For this condition our results are in good agreement
with the available data, obtained by other approaches for gold
plasma. At higher densities our calculations of compositions
show the onset of the pressure ionization, which is observed
for various metal plasmas at relatively low temperatures. The
τ approximation used here, however, does not give rise to the
change of conductivity behavior from plasmalike to liquidlike,
which should assist the process of ionization. Consequently,
our model is limited by these densities. To get into the region
of higher densities, it is necessary to use a more advanced
transport model.
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