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Efficient sampling avoids the exponential wall in classical simulations of fidelity
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We analyze the efficiency of available algorithms for the simulation of classical fidelity and show that their
computational costs increase exponentially with the number of degrees of freedom. Then we present an algorithm
for which the number of trajectories needed for convergence is independent of the system’s dimensionality
and show that, within a continuous family of algorithms, this algorithm is the only one with this property.
Simultaneously we propose a general analytical approach to estimate efficiency of trajectory-based methods and
suggest how to use it to accelerate calculations of other classical correlation functions. Converged numerical
results are provided for systems with phase space volume 2'7% times larger than the volume of the initial state.
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I. INTRODUCTION

While the solution of the time-dependent Schrédinger equa-
tion scales exponentially with dimensionality and is feasible
for only a few continuous degrees of freedom (DOF), classical
molecular dynamics simulations are, in principle, feasible for
millions of atoms. It may therefore be surprising that studies
of classical fidelity have provided numerical results for only
one or a few DOF [1-4]. A notable exception is Ref. [5],
which, for the largest systems, relies on initial densities given
by characteristic functions. Below we explain this situation by
showing that for initial Gaussian densities, not only quantum
but also all previously used classical algorithms for fidelity
scale exponentially with the number D of DOF. Hence, even
when quantum effects are negligible and a classical picture
is appropriate, the “simple” classical simulations may be
unfeasible. Since numerical simulations are important for
testing analytical theories of classical fidelity in large systems,
we design an efficient classical fidelity algorithm that avoids
the exponential scaling with D.

II. CLASSICAL AND QUANTUM FIDELITY

Classical fidelity is important both as a theoretical measure
of stability of classical dynamics [1-5] and as a practical tool
to measure the accuracy of classical molecular dynamics with
an approximate many-body Hamiltonian (e.g., a “force field”)
[6]. While important in its own right, classical fidelity can be
viewed as the classical limit of quantum fidelity [7], introduced
by Peres [8] to measure the stability of quantum dynamics.
Quantum fidelity is the squared overlap Fom(?) at time ¢ of
two quantum states, identical at ¢+ = 0, but evolved with two
different Hamiltonians, Hy and H, = Hy + €V

Fom(®) := | fou()P, (D
Jom(®) == (YU Uglyr), 2

where fom(?) is the quantum fidelity amplitude and U! :=
exp(—i H¢t/h) is the quantum evolution operator. Rewriting
Eq. (2) as fom(?) = (¥ |U'|y) with the echo operator U’ :=
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u- ’Ué, it can be interpreted as the Loschmidt echo, i.e., an
overlap of an initial state with a state evolved for time ¢ with H
and subsequently for time —¢ with H,. (In general, we write
time ¢ as a superscript. Subscript € denotes that H, was used
for dynamics. If an evolution operator, phase-space coordinate,
or density lacks a subscript, Loschmidt echo dynamics is
implied.) Quantum fidelity has many applications, e.g., in
NMR spin echo experiments [9], neutron scattering [10],
ultrafast electronic spectroscopy [11], quantum computation
and decoherence [12], and as a measure of nonadiabaticity
[13], or accuracy of molecular quantum dynamics on an
approximate potential energy surface [6].

For simplicity, we first assume that the initial states are pure
and defer the generalization to mixed states and other phase-
space densities to a later section. One can rewrite quantum
fidelity (1) as Fom(t) = Tr(pLp)), where pl = U!pU" is
the density operator at time #. In the phase-space formulation
of quantum mechanics, quantum fidelity becomes Fom(#) =
h=P [ dx plw(x)psw(x), where x :=(q,p) is a point in
phase space and Aw(x) := [ d&(qg — &/2|Alq + &/2)eP*/ is
the Wigner transform of A. This form of quantum fidelity
suggests directly its classical limit, which is precisely the
classical fidelity, defined as [1,2]

Fer(t) 1 = Fra(t) = h™" / dx pz(x)py(x) 3)

= Fecno(?) Zh*D/dx p'(0)p°(x), “4)

where the first and second lines express classical fidelity in the
fidelity and Loschmidt echo pictures, respectively, p! is the
classical phase-space density evolved with H,, and p’ is this
density evolved under the echo dynamics. While expressions
(3) and (4) are completely classical, the phase-space volume
is measured in units of #? to make the quantum-classical
correspondence explicit. We omit subscript “CL” for classical
quantities F and p since classical fidelity is the main subject
of this paper.

III. ALGORITHMS

The exponential scaling of quantum dynamics with D
is well known. As for classical fidelity, Eqgs. (3) and (4)
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may be evaluated, e.g., with trajectory, grid, or mesh-based
methods. Clearly, the grid-based methods would suffer from
an exponential scaling as quantum dynamics on a grid. We
focus on the most general and straightforward trajectory-based
methods, obtained from Eqgs. (3) and (4) using the Liouville
theorem, yielding equivalent expressions

Fha(t) = h™P / dx p(x")p(xy") (3)
and

Feeno(t) = h™ [dx® p(x™)p(x°). (6)

Above, x! = dDQ(xO), where @’ is the Hamiltonian flow of H,
and x' := &' (x"), where &' := &' o @ is the Loschmidt
echo flow. Since it is the phase-space points rather than the
densities that evolve in expressions (5) and (6), we can take
o = pw, i.e., the Wigner transform of the initial quantum state.
We further rewrite Egs. (5) and (6) in a form suitable for Monte
Carlo evaluation, i.e., as an average

[dx® A, HW(x0)
[ dx®W(x0)

(AG" D) wao) = :
where W is the sampling weight for initial conditions x°. The
weight can be any positive-definite function but it is advan-
tageous to consider the weight to be related to the density p.
While previously used algorithms employed sampling of initial
conditions from p [2,4,5], we consider more general weights
W =Wy = pa)Mand W = Wy (x;") = p(dy' (x°)M
for the echo and fidelity dynamics, respectively. These weights
yield M-dependent algorithms
1-M

Foaen®) = Lulp(x7)p(xg") Moo (D)
FechofM(t) = IM(p(xit)p(xo)liM)p(xo)Mv (8)

where Iy := h™P [ p(x®)" dx" is a normalization factor. In
both families of algorithms (7) and (8), sampling can be done
by Metropolis Monte Carlo for general dynamics and any
positive-definite weight p™. For M > 0, the echo algorithms
(8) are, however, much more practical since the initial state
is often known explicitly (and generally is much smoother
than the final state), making sampling easier. Furthermore, for
simple initial states such as Gaussian wave packets (GWPs),
the Metropolis sampling in the echo algorithms can be replaced
by analytical sampling. Therefore, for M > O the fidelity
algorithms are more of a theoretical possibility than a practical
tool. For M = 0, the sampling is uniform and makes sense only
for a compact phase space of finite volume Q = QP = (n,h)?,
where 2 and n; are, respectively, the phase-space volume
and Hilbert-space dimension for a single DOF. For M > 0,
importance sampling based on the weight W), is used and an
infinite phase space is allowed. For general M, the sampling
is only defined for classical states (such as GWPs), for which
o = 0. However, for M = 0 and for the important special case
of M = 2, the sampling is defined for any state, i.e., even for
negative values of p.

In order to compute classical fidelity directly from algo-
rithm (7) or (8), the normalization factor /,; must be known
analytically. For general pure states, 1), is known analytically
only for M =0, 1, or 2. For M =0, Iy = n{) because of
the requirement of finite phase space. For both M =1 and
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M=2 Iy=1 since Trp =Trp>=1. For M ¢ {0,1,2},
algorithms (7) and (8) can only be used for special initial
states. For example, for initial GWPs p(x) = g(x; X,a) :=
2P expl—(q — Q)*/a® — (p — P)*a*/h*], where X = (Q,P)
is the center and a is the width of the GWP, we have
Iy = 2M=1/M)P for general M > 0. However, the unknown
normalization factor can be removed from Egs. (7) and (8)
by dividing them by the value of I, [note that 1;(0) = F(0)]
obtained with the same algorithm and trajectories. Resulting
“normalized” (N) algorithms,

(o(x)p(xg") plxg "M
“N\2-M
('0 (xO t) )p(x(;’)M

<p(xif)p(x0)17M>p(xU)M

Y] ) (10)

(p(x%)*~ )p(xO)M

are practical for general initial states and for any M. As far
as we know, from the four families of algorithms (7), (8), (9),
and (10) only echo-1 (8) has been used previously [2,4,5].
Note, however, that for initial densities given by characteristic

functions (which may not necessarily correspond to quantum
states), echo-1 = echo-M = echo-N-M for all M > 0.

17M>

Frg-n-m(@) = ) C))

FechofoM(t) =

IV. EFFICIENCY

The cost of a typical method propagating N trajectories
for time ¢ is O(cst N), where c¢ is the cost of a single force
evaluation. However, among the above-mentioned algorithms,
this is only true for the fidelity algorithms with M = 0.
Remarkably, in all other cases, the cost is O(c¢t*N). For a
single time ¢, the cost is linear in time, but if one wants to
know classical fidelity for all times up to #, the cost is quadratic
with ¢. For the echo algorithms, it is because one must make
full backward propagation for each time between O and f.
For the fidelity algorithms, it is because the weight function
p(x )M changes with time and the sampling has to be redone
from scratch for each time between O and ¢. In other words,
different trajectories are used for each time between 0 and .

The above estimates are correct but are not the full story.
There are hidden costs since the number of trajectories N
required for convergence can depend on D, ¢, dynamics,
initial state, and method. One usually empirically increases
N until convergence but this is often impracticable. Instead,
we estimate N analytically. An essential point is that N is
fully determined by the desired discretization error ogisr. The
expected systematic component of oygisr iS zero or O(N -
for all cases studied and is negligible to the expected statis-
tical component o = O(N~!/?), which therefore determines
convergence. This statistical error is computed as o(t,N) =

F(t,N?-F (t,N)z, the overbar denoting an average over
infinitely many independent simulations with N trajectories.
Hence we can formulate the problem of efficiency precisely:
“What N is required to converge fidelity F to within a
statistical error 0?” We let N be a function of F because
in many applications, one is interested in F above a certain
threshold value Fi,;,. This threshold can vary with application:
It may be close to unity (in quantum computing, where high
fidelity is required independently of D) or to zero (yet finite,
in calculations of spectra as Fourier transforms of fidelity
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which must be known with certain precision independent of
D). Quite generally, the threshold will be independent of D.
Moreover, as will turn out below, expressing N as a function
of F permits obtaining general expressions valid for any
dynamics.

The discretized form of Eq. (7) is
IyN~! Zj.vzl p(xg;)p(x(;;)l’M, from which

Fra—m(t,N) =

Fa-m(t,N)?* = I/%//N_1<P(xe_t)2p(x()_r)2_2M>

+(0—-N"HF2%

plxg" M

Similarly, from Eq. (8)
IyN~! Z;-V:l p(x;Hp(x)' =M, hence

Fecho—M(tvN) =

Fecho—m(t,N)2 = Iy N~ (p(x ™) p(x0)*™M) oy
+(1—-NHF%

Realizing that Fig_p(¢,N) = Fecho-m(t,N) = F(t), in
both cases we obtain the same error

Ot = 0oy = N "'y dy — FP), a1
Jy =hP / dx? p(x~"? p(x°)* M. (12)

In the special case of M = 2, we find our first major result,
Ofys = 0lhon = N1 (1 = F?). (13)

This expression shows that for general pure states and for
general dynamics, statistical errors of Fjq—p and Fecho—2
depend only on N and F. In other words, the number of
trajectories needed for convergence is independent of ¢, D,
or dynamics of the system. This important result is due to
the fact that for the sampling weight W = p?, each numerical
trajectory contributes evenly to the weighted average (at time
t =0).

As for algorithms (7) and (8) with M # 2, one might hope
to improve convergence by employing the normalized versions
(9) and (10). The error analysis is simplified using the formula
for statistical error of a ratio of two random variables,

(_/) () () 222y
A/B A B AB

In our case, Fn_y(t,N) = A/B, where A = Fy(¢t,N), B =
Fy(0,N), A= F(t), B = F(0) =1, and 64 and o are given
by Eq. (11). The only unknown in Eq. (14) is AB. For the
normalized echo algorithms (10), we have

ﬁ = Fecho—M(taN)Fecho—M(Oa N)
= Iy N p(xpx ") o
+(1 = N"HF()F(0)
=N""IyKy+(1—-NYHF,
where Ky :=h=" [dx® p(x~")p(x°)*~™. The same deriva-

tion goes through for the fidelity algorithms. In both cases, the
error is

05y =N""Iy(Jy — 2Ky F + Ii_y F?). (15)
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V. EXPONENTIAL GROWTH OF THE ERROR FOR M # 2

Now we will show that the special case M = 2 is unique and
that all the other above-mentioned algorithms (which include
all the algorithms available in the literature) may have an error
growing exponentially with D. Since we are searching for
counterexamples, special cases are sufficient. For us these will
be initial GWP states and “pure displacement” (PD) or “pure
squeezing” (PS) dynamics [3].

In the PD case, the center of the GWP moves while
both its shape and size remain constant. Such fidelity dy-
namics can be realized exactly by two displaced simple
harmonic oscillator (SHO) potentials with equal force con-
stants. For PD, the width @’ = ¢® = a and X' = X" + AX".
Classical fidelity is F(t) = h—" fdx g(x; X" a)g(x; X%a) =
exp{—(1/2)[(AQ"/a)* + (AP'a/h)*]} and the factor (12) can
be expressed in terms of F as Jy = [23"M /(4 — M)]P Frn
with yyy = 4 — 8/(4 — M), reducing statistical error (11) to

oypp =N (BRF"™ — F?), (16)
4
4—-MmM’

The error diverges for M > 4. Note that Sy > 1 and the
minimum B, = 1, achieved for M = 2, agrees with the general
result (13). Except for M = 2, By > 1, showing that even
in the simple case of PD, errors of all algorithms from
families (7) and (8) grow exponentially with D, which is the
second major result of this paper. Normalized methods (9)
and (10) lower the prefactor but do not change the exponential
scaling with D: Since Ky = [23"M /(4 — M)]P F¥, where
Sy =2 —2/(4 — M), the statistical error is

Bo=2n and PBom<s = (17

ox_mpp = N7 B (F™ —2F'*% + F?),

In the PS case, the center of the GWP remains fixed while
its width narrows in some directions and spreads in others.
PS dynamics is realized by two inverted SHOs with common
centers and different force constants. For 0 < M < 4,

oyps =N (ByRP? = F?), (18)
R yps = NTBG(R™P —2T"PPF 4 F?),  (19)

where R =14 py(F7%P —1), T := 14ty (FP - 1),
pu =82 — M)/(4 — M)*, and 1y := 43 — M)/(4 — M)*.
For D — oo, these errors grow as

oyps ~ N7 (B F™ — F?), (20)
GI\ZI—M,PS ~ N7'B(FP —2F"*™ 4 F2), (1)

increasing exponentially with D for all M, except M = 2. The
errors diverge always for M > 4 but, depending on F and D,
may diverge for any M > 2.

To summarize, in all cases studied, for D > 1 the number
of trajectories required for a specified convergence is

N = o 2a(F)BP, (22)

where o and B depend on the method and dynamics and
are listed in Table I for the most important special cases.
For both fidelity and echo algorithms with M = 2, for any
dynamics and any initial state, the coefficient 8 = 1, implying
independence of D. Note also that algorithms with M = 2 are
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TABLE I. The number of trajectories needed for convergence is
for D > 1 givenby N = o 2a(F)BP. The table lists a(F) and g for
important special cases. Note that fid-0, echo-1, and echo-N-1 results
are for initial GWPs and scale exponentially with D while the echo-2
result, valid for any initial density, is independent of D.

Method Dynamics type a(F) B

fid-0 Displacement F? 2n,
fid-0 Squeezing F 2n,
echo-1 Displacement F43 4/3
echo-1 Squeezing, D — 00 F8° 4/3
echo-N-1 Displacement F2 4+ F43 —2F73 43
echo-N-1 Squeezing, D — 00 F2+ F3° —2F'%  4/3
echo-2 General, general state 1—-F? 1

automatically normalized. For all other algorithms (both echo
and fidelity, both unnormalized and normalized, and for any
M # 2) and for both PD and PS dynamics, 8 > 1, implying an
exponential growth with D. This growth is dramatic for M = 0
(B =2n1 > 1): Since n{) is the Hilbert-space dimension, the
cost of M = 0 algorithms approaches that of quantum fidelity.
This is unfortunate since Fg4_¢ is the only algorithm that scales
linearly with time. On the other hand, for the most intuitive and
most common M = 1 algorithms, 8 = 4/3, and the growth is
much slower, although still exponential.

VI. MIXED STATES AND GENERAL PHASE-SPACE
DENSITIES

Definitions of quantum or classical fidelity can be gen-
eralized to mixed states in different ways [7,14]. Keeping
definitions (3) and (4) also for classical fidelity of mixed
states, expression (11) remains unchanged. For M = 2, 022 =
N=Y(P? — F?), where P = h™P [ dx p(x)? is the purity, and
the error is again independent of D. Since for mixed states
F < 1 even at t = 0, classical fidelity is usually generalized
as

Fy e Jdx pi)py(x) _ [dx p’(x)p‘)(x)’ 23)
[ dx pix)? [ dx pO(x)?
giving F =1 at t = 0. This definition works for any nor-
malized phase-space density (even with P > 1). Evaluating
Eq. (23) with fid-N-M or echo-N-M algorithms gives

1 - .
Gy =N"" P—”ﬁ(JM — 2Ky F + 1 uF?.  (24)

For M = 2, the error is independent of D for any normalized
phase-space density since 53_, = N~'(1 — F?), which is the
third major result of this paper.

VII. NUMERICAL RESULTS AND CONCLUSION

To illustrate the analytical results obtained above, numer-
ical tests were performed in multidimensional systems of
uncoupled displaced SHOs (for PD dynamics), inverted SHOs
(for PS dynamics), and perturbed kicked rotators (for generic
nonlinear integrable and chaotic dynamics). The last model
is defined, mod (27), by the map g;+1 =¢q; + pj, pj+1 =
pj — VW(gjt1) —€VV(gjy1), where W(g) = —k cos g is
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quantum

---------- echo-1 (V=7x107)
~~~ echo-1"(N=7x10"),
=:=:= echo-N-1 (N=7x10")
———- echo-2 (N=2048)

%05 , ---------- classical (N=c) |
L
g ‘ i
of il ; Hrrrire
1 .l
| | | | 1 | | | |
0 5 10 15 20 25 30 35 40

FIG. 1. (Color online) Convergence of different classical fidelity
algorithms in a 100-dimensional system of perturbed (¢ = 107%)
quasi-integrable (k = 0.2) kicked rotators with n; = 131 072. Algo-
rithm echo-2 agrees with the quantum result and converges with only
N = 2048 trajectories whereas the echo-1, echo-1’, and echo-N-1
results are far from converged even with N ~ 7 x 107. The fully
converged classical (N = oco) result is computed as a product of
100 one-dimensional fidelities. The “hopelessly” unconverged fid-0
algorithm is not shown. For clarity, echo-1" error bars not shown for
t > 20.

the potential and V(q) = —cos(2¢q) is the perturbation of
the system; k and € determine the type of dynamics and
perturbation strength, respectively. Uncoupled systems were
used in order to make quantum fidelity calculations feasible
(as aproduct of D one-dimensional calculations); however, the
classical fidelity calculations were performed as for a truly D-
dimensional system. The initial state was always a multidimen-
sional GWP, with X = (0.1,0.9)27,a = +/h (inFig. 1) or X =
(1/2,0),a = 1 (inFig.2)in all dimensions. Expected statistical
errors were estimated by averaging actual statistical errors
over 100 different sets of N trajectories. No fitting was used
in any figure, yet all numerical results agree with analytical
estimates. The figures show results also for algorithm echo-1’,
Fecho—11(t) = 1+ (p(x™") — p(x°)) 10, Which is a variant of
echo-1 accurate for high fidelity. Both echo-1 and echo-1’
reduce to echo-N-1 if normalized.

Figure 1 displays fidelity in a 100-dimensional system of
kicked rotators. It shows that echo-2 converges with several
orders of magnitude fewer trajectories than the echo-1, echo-1’,
and echo-N-1 algorithms. Figure 2 confirms that oecho—p iS
independent of D while Oecho—15 Oecho—1/s AN Techo—N—1 ZLOW
exponentially with D. The normalized echo-N-1 algorithm is
the most efficient among the methods with M = 1.

In conclusion, we have shown on the example of classical
fidelity that not only quantum simulations but also classical
algorithms can be unfeasible in complex systems due to the
exponential scaling with dimensionality. We have proposed
an efficient classical fidelity algorithm for which this expo-
nential scaling disappears. The echo-2 algorithm makes high-
dimensional studies of classical fidelity practical for general
initial densities. The algorithm thus enables, e.g., a systematic
analysis of the stability of molecular dynamics to perturbations
or arigorous evaluation of the accuracy of molecular dynamics
following an approximate force field. In the special case of
initial densities given by characteristic functions all echo-M
and echo-N-M algorithms (for M > 0) collapse into a single
algorithm. In particular, the “natural” algorithm sampling
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10
v eché-N-1, numer.
== echo-N-1, analyt.
¢ echo-2, numer.
102 | === echo-2, analyt. .
b o
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10—5 1 1
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FIG. 2. (Color online) Statistical error grows exponentially with D for the echo-1, echo-1’, and echo-N-1 algorithms and is independent of
D for the echo-2 algorithm. Dynamics corresponds to (a) pure displacement or (b) pure squeezing. In both cases, N ~ 107 and time was chosen
separately for each D so that F is independent of D. (a) F = 0.3. The two SHOs had the same force constant k = 3 while their displacement
in each DOF decreased with increasing D from 0.8 to 0.2 (to obtain a slower decay of F per DOF for high D). (b) F = 0.99. While the
displacement of the unperturbed and perturbed SHOs was zero, their force constants were k = —3 and k = —3.5, respectively.

from p is equivalent to our algorithm sampling from p.
This may explain why high-dimensional calculations were
previously done only with characteristic functions. These
results should be also useful in applications computing more
general overlaps of phase-space distributions. For example,
the sampling weight W (x) oc p%(x)A%(x)B°(x) may accelerate
the calculation of correlation functions of the form Cp(t) =
h=P [ dx p°(x)A°(x)B'(x). Finally, the technique we used to
analyze the efficiency of general trajectory-based algorithms

can be useful in developing approximate methods for quantum
dynamics of large systems [15].

ACKNOWLEDGMENTS

Our research was supported by Swiss NSF with Grants
No. 200021.124936 and NCCR MUST, and by EPFL. We
thank G. Benenti, B. Eckhardt, T. Prosen, M. gulc, and G.
Veble for useful discussions.

[1] T. Prosen and M. Znidarig, J. Phys. A 35, 1455 (2002).

[2] G. Benenti and G. Casati, Phys. Rev. E 65, 066205 (2002).

[3] B. Eckhardt, J. Phys. A 36, 371 (2003); M. Combescure and
A. Combescure, J. Math. Anal. Appl. 326, 908 (2007).

[4] Z. P. Karkuszewski, C. Jarzynski, and W. H. Zurek, Phys. Rev.
Lett. 89, 170405 (2002); G. Benenti, G. Casati, and G. Veble,
Phys. Rev. E 67, 055202 (2003); 68, 036212 (2003); G. Veble
and T. Prosen, Phys. Rev. Lett. 92, 034101 (2004); G. Casati,
T. Prosen, J. Lan, and B. Li, ibid. 94, 114101 (2005).

[5] G. Veble and T. Prosen, Phys. Rev. E 72, 025202 (2005).

[6] B. Li, C. Mollica, and J. Vanicek, J. Chem. Phys. 131, 041101
(2009); T. Zimmermann, J. Ruppen, B. Li, and J. Vanicek, Int.
J. Quantum Chem. 110, 2426 (2010).

[7] T. Gorin, T. Prosen, T. H. Seligman, and M. 2nidarié, Phys. Rep.
435, 33 (2006); P. Jacquod and C. Petitjean, Adv. Phys. 58, 67
(2009).

[8] A. Peres, Phys. Rev. A 30, 1610 (1984).

[9] H. M. Pastawski, P. R. Levstein, G. Usaj, J. Raya, and

J. Hirschinger, Physica A 283, 166 (2000).

[10] C. Petitjean, D. V. Bevilaqua, E. J. Heller, and P. Jacquod, Phys.
Rev. Lett. 98, 164101 (2007).

[11] S. Mukamel, J. Chem. Phys. 77, 173 (1982); Z. Li, J.-Y. Fang,
and C. C. Martens, ibid. 104, 6919 (1996); S. A. Egorov,
E. Rabani, and B. J. Berne, ibid. 108, 1407 (1998); Q. Shi and
E. Geva, ibid. 122, 064506 (2005); M. Wehrle, M. éulc, and
J. Vani¢ek, Chimia 65, 334 (2011).

[12] E. M. Cucchietti, D. A. R. Dalvit, J. P. Paz, and W. H. Zurek,
Phys. Rev. Lett. 91, 210403 (2003); T. Gorin, T. Prosen, and
T. H. Seligman, New J. Phys. 6, 20 (2004).

[13] T. Zimmermann and J. Vanicek, J. Chem. Phys. 132, 241101
(2010); e-print arXiv:1112.0258.

[14] J. Vanicek, Phys. Rev. E 70, 055201 (2004);
(20006).

[15] C. Mollica and J. Vanicek, Phys. Rev. Lett. 107, 214101 (2011).

73, 046204

066205-5


http://dx.doi.org/10.1088/0305-4470/35/6/309
http://dx.doi.org/10.1103/PhysRevE.65.066205
http://dx.doi.org/10.1088/0305-4470/36/2/306
http://dx.doi.org/10.1016/j.jmaa.2006.03.044
http://dx.doi.org/10.1103/PhysRevLett.89.170405
http://dx.doi.org/10.1103/PhysRevLett.89.170405
http://dx.doi.org/10.1103/PhysRevE.67.055202
http://dx.doi.org/10.1103/PhysRevE.68.036212
http://dx.doi.org/10.1103/PhysRevLett.92.034101
http://dx.doi.org/10.1103/PhysRevLett.94.114101
http://dx.doi.org/10.1103/PhysRevE.72.025202
http://dx.doi.org/10.1063/1.3187240
http://dx.doi.org/10.1063/1.3187240
http://dx.doi.org/10.1002/qua.22730
http://dx.doi.org/10.1002/qua.22730
http://dx.doi.org/10.1016/j.physrep.2006.09.003
http://dx.doi.org/10.1016/j.physrep.2006.09.003
http://dx.doi.org/10.1080/00018730902831009
http://dx.doi.org/10.1080/00018730902831009
http://dx.doi.org/10.1103/PhysRevA.30.1610
http://dx.doi.org/10.1016/S0378-4371(00)00146-1
http://dx.doi.org/10.1103/PhysRevLett.98.164101
http://dx.doi.org/10.1103/PhysRevLett.98.164101
http://dx.doi.org/10.1063/1.443638
http://dx.doi.org/10.1063/1.471407
http://dx.doi.org/10.1063/1.475512
http://dx.doi.org/10.1063/1.1843813
http://dx.doi.org/10.2533/chimia.2011.334
http://dx.doi.org/10.1103/PhysRevLett.91.210403
http://dx.doi.org/10.1088/1367-2630/6/1/020
http://dx.doi.org/10.1063/1.3451266
http://dx.doi.org/10.1063/1.3451266
http://arXiv.org/abs/1112.0258
http://dx.doi.org/10.1103/PhysRevE.70.055201
http://dx.doi.org/10.1103/PhysRevE.73.046204
http://dx.doi.org/10.1103/PhysRevE.73.046204
http://dx.doi.org/10.1103/PhysRevLett.107.214101

