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We study the system of equations for the canonically conjugate variables p and ¢ specified by the one-

dimensional Hamiltonian H = H(p,q,Aq, ..
obeying the equations: A, = efu(Ay, ..

.,Ay) dependent on Nself-consistent slightly changing parameters
., An,p,q). A broad range of oscillatory and wave processes with weak

dissipation is described by analogous systems. The general method of adiabatic invariant construction for this
system is proposed. Self-consistent averaged equations for the evolution of the action integral and the parameters
A, are obtained. The constructed theory is applied to a generalized model of the nonlinear resonance. The
autoresonance (phase locking) regime of decay parametric instability in a dissipative medium is revealed.
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I. INTRODUCTION

The use of adiabatic invariants is an efficient way to
analyze different physical systems [1-3]. A standard ob-
ject for such an approach is the Hamiltonian system H =
H(p,q,A1,...,Ay), in which the parameters A, can be
considered as given functions of the independent variable
7. The applicability of the adiabatic invariants method is
justified by a certain slowness of variation of the parameters
A, on the scale of characteristic times of the conservative
system. However, a lot of real physical objects are modeled
by more complicated systems, where the dynamics of the
parameters is self-consistent with the dynamics of the canonic
variables. In such a case, the division of a set of quantities
P,q,A1, ..., Ay into “dynamic variables” and “parameters”
is conditional and makes sense, generally speaking, only if the
dynamic equations for the quantities A, depend on a small
parameter.

A broad range of oscillatory and wave processes in dissipa-
tive systems can be described by the canonic equations, spec-
ified by the Hamiltonian H = H(p,q,A1, ...,Ay), together
with the first-order equations for the quantities A, (hereafter
we call them parameters): A, = efu(A1, ..., AN,p,q). In
this symbolic notation, the small parameter & (responsible
for the dissipation) guarantees that the relative variation
of A, at characteristic times of “stationary” dynamics is
small.

An important step in this direction was made in [4], where a
modified adiabatic invariant (different from the standard action
integral Iy = § pdq) was constructed for the definite type of
these complicated systems. The procedure for constructing an
adiabatic invariant in a general case is proposed in the present
paper. However, such modified invariants cannot always be
found in an explicit form, so the derivation of “truncated”
equations describing averaged trends of the action and the
parameters of the system is a more efficient method. Note
that such an approach can be especially effective for studying
dynamic regimes similar to the autoresonance (phase locking)
effect [5-14]. This effect consists in “trapping” the phase
trajectory in the vicinity of the elliptic equilibrium states with
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the adiabatic trend of the system parameters. In a standard
case, the realization of such a regime is guaranteed by the
conservation of the quantity/y, which has the meaning of an
area enclosed by an orbit in phase space. Correspondingly, in
the general case, it is exactly the evolution of the action integral
that determines the feasibility of such a trapping. Let us also
mention such an important effect of the dynamics of nonlinear
systems as a transition of the phase trajectory through a
separatrix. It takes place when the quantity Iy approaches the
area encircled by the corresponding branch of the separatrix
[5-7,15]. Obviously, the description of the self-consistent av-
eraged dynamics of the action of the system and the parameters
is an effective method for investigating processes of this type as
well.

The paper is organized as follows. In Sec. II, first, a
general approach to obtaining the modified adiabatic in-
variants is formulated and, second, self-consistent equations
for evolution of the action integral and an averaged trend
of parameters are obtained. In Sec. III, we present some
examples of systems reducible to the one-dimensional (1D)
Hamiltonian form with self-consistent parameters discussed
here:

(i) A two-level atom controlled by a resonant quasi-
monochromatic field within the framework of the Weisskopf-
Wigner approximation

(i) A system of nonlinear interactions of M damping
rotators that can be reduced to the universal model of
nonlinear resonance generalized to the case of finite dis-
sipation [16,17]. This model is widely used in celestial
mechanics, the theory of particles motion in resonant high-
frequency (HF) fields, and the theory of waves nonlinear
interaction

(iii)) A four-wave mixing of radiation in the regime of
electromagnetically induced transparency in an ensemble of
three-level atoms

In Sec. IV, the developed approach is applied to the
generalized nonlinear resonance model. In particular, it is used
to study the decay parametric instability of waves in a nonlinear
dissipative medium. An autoresonance regime of such instabil-
ity is detected. Appendixes A and B are devoted to an important
example of a system reduced to the generalized model of non-
linear resonance, namely, the waveguide modes in a nonlinear
medium.

©2011 American Physical Society


http://dx.doi.org/10.1103/PhysRevE.84.056610

MIKHAIL TOKMAN AND MARIA ERUKHIMOVA
II. MODIFICATION OF THE ADIABATIC
INVARIANTS METHOD

Consider the system specified by the Hamiltonian H =
H(p,q,A1,...,Ay) dependent on N parameters A,,.

dp  0H dq BH

—_ =, — 1
dt dqg drt 8p (12)
The equations for A, have the form'
dA,
df :Efn(Als"-sAvasq)s (lb)

where ¢ is the small parameter. Let the closed trajectories
p = p(Ay,...,An,E,q) correspond to this system for ¢ — 0
(A, = const). Here E = H(Ay,...,Ay,p,q) = const is the
energy integral.> Following [1], we find the small (because of
the smallness of the parameter ¢) variation of some function

I(E,Aq,...,Ay) over the period of motion T along the
unperturbed closed trajectory:
+T dAn ol +T dE
Al = — —dt. (2
; / Iy A= @
Substitute the exact relations
oH dAn _ dg
— A, dr’ "~ (dH/dp)’

together with the equations which are valid for the motion over
an unperturbed trajectory (i.e., for small values of ¢, see [1])

OH _ (op\™' 0H 0p  9H _
ap  \QE) ~ 9p dA, 0N,
into Eq. (2). As a result, we obtain
ol
Al = Al —-AN— ). 3
82( E8A AE)E) (32)
where
op
=@ fulAy,....Ay,p.q)—d
fﬁf( 1 N PQ)aE q
= %f(A A )P 4 (3b)
- n | EECII N,P,q aAn q

In Eq. (3b) the integration is performed over an unperturbed
trajectory, i.e., for p = p(Ay1,...,An,E,q), where E = const
and A, = const.

'An admissible explicit dependence of the Hamiltonian on the
“slow” time can formally be taken into account by introduction of the
parameter, A,_,+ = €71, for which f,» = 1.

2To avoid any misunderstanding, hereafter we use the designa-
tion for a constant E which is equal to the Hamilton function
on the given trajectory for A, = const and for the Hamiltonian
H(A,,...,Ay,p,q) which depends on the canonical variables.
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If* A%, A% # 0, then the function I(E,Aq, ...,Ay), which
satisfies the condition AJ =0 and, correspondingly, the
equation

N
al ol
ZA';E—SA —ZA’;\—BE =0, (4a)
n n=1

can be found. A solution to Eq. (4a) is the integral of the system
of equations for the characteristics (see, e.g., [37]):
1 N
ah_ _ NAE L :E . (4b)
dE Zn:l AnA dE Zn:l AnA
If the derivatives dA,/dt depend on the dynamic
variables only via the Hamilton function,* i.e., fo=
Ja(A1, ..., AN,H), then it follows from Eq. (3b) that
(A”,A’}\):fn(Al,...,AN,E)(%,;T"l). In this case one
of the integrals of the system of equations (4b) is the
standard action I = Iy = ¢ pdg. For the factorized func-
tions f, = u,(Ayq,....,An,H)n(p,q), from Eq. (3b) we

obtain (A%, A%) = u,(Ay, ..., An,E)(EE, 5’1{5) where 1 =

Is = 9§ vdq, g—; = 7. In this case, the integral of the system
of equations (4b) is the quantity /.

Earlier the expression for the adiabatic invariant Iy was
found in [4] for the particular case, when the Hamiltonian
depends on one parameter A. In [4], it is shown that the
modified adiabatic invariant is preserved with exponential
accuracy. The proof presented in [4] can easily be generalized
to the case of many parameters.

In the general case, the search for the integral of Eq. (4b)
can appear as a fairly complicated problem. For actual physical
systems (see the examples presented in Sec. III) in a typical
situation some parameters are known functions of t and the
evolution of other parameters depends on the evolution of
p and ¢g. Considering the more general case, let Eq. (1b)
for the parameters A, with the numbers n from 1 to P — 1
comprise the functions f,, = f,(Ay,...,An,H) independent
of canonical variables. In such a situation, it seems natural to
derive the differential equation for the action of the system. For
this purpose, we pass from the finite variation of the function
I over the period to the temporal derivative 42 ~ 2! and then
substitute I = I, in Eq. (3a). As a result, with allowance for
the expression T = % the derivatives with respect to the
parameters with numbers n < P will be excluded in the final
equation for the action:

dl, 3\ ' & al, al,
—=¢|— AL — — AL — ). 5
dt 8<8E) ; E5n,  AJE (52)
Equation (5a) obviously comprises the values of all quanti-
ties averaged over the period 7 of “fast” motions. Since in the
general case the trend of the average values of the parameters

A, is unknown, Eq. (5a) should be supplemented with the
corresponding relations for these quantities. For this purpose,

3V. Khudik drew the author’s attention to the latter condition.

“Obviously, all the results discussed in what follows are true if
the functional dependence on the Hamiltonian is replaced by the
functional dependence on the action /.
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we apply the averaging operator® (---) = %f(uo)(a;—%p)
to Eq. (1b); as a result, we obtain the following averaged

equations for the parameters:

dA, A\,

It can be shown that the first integral of the system of
Egs. (5a) and (5b) is the solution of Eq. (4a), written in
corresponding variables (/y,A,). The question of possible
discrepancy between the solution of truncated Egs. (5a)
and (5b) and the solution of the initial system in Eqgs. (la)
and (1b) is reduced in this way to the accuracy problem for
the modified adiabatic invariant /(/y,A,). This problem lies
beyond the present analysis. Anyway, at worst the inaccuracy
is defined by the small parameter ¢ in correspondence with
general asymptotic averaging methods (see, for example [18]).

III. EXAMPLES OF HAMILTONIAN SYSTEMS
WITH SELF-CONSISTENT DYNAMICS
OF THE PARAMETERS

A. Two-level quantum system in the
Weisskopf-Wigner approximation

As a simple example, we consider the transition between
two quantum states under the action of a quasimonochromatic
external field with allowance for the relaxation processes
within the framework of the Weisskopf-Winger model [19].
Let the states |1) and |2) correspond to the energy W; < W,.
The matrix element of the operator of the external-field
interaction with the considered system can be represented
in the form Vi, = d2 F(t) cos ¢(¢), where dj, is a complex
constant of coupling (e.g., a matrix element of the dipole
moment), F(¢) is the real amplitude of the external field,
¢ = fol w(t)dt is the phase, and w(¢) is the “instantaneous”
value of the frequency. The Weisskopf-Wigner approximation
corresponds to the case in which the lower level is metastable,
and the particles escape from the upper level to other levels of
the system (i.e., the sum of populations at the considered pair
of levels |1) and |2) is not preserved). Within the framework
of such an approach, the Hamiltonian quantum operator is
supplemented with a relaxation operator (see [19]):

H = WiI1){1] + W,[2) 2|
+ Via D) 2] + Vi 12) (1] — ifc|2) (2], (6)

where V51 = V|, and « is the inverse lifetime of particles at
the upper level. From the Schrédinger equation iAW = H Wfor
the state vector ¥ = cq|1) 4+ ¢2|2) and the expression for the
Hamiltonian in Eq. (6), using the so-called rotating-wave
approximation [19], one can easily find the canonical system
corresponding to the Hamiltonian

H(p.,q) = 8(t)p + 2Qr(t)+/ p(A — p)cosq, (7a)

>To avoid cumbersome formulas, hereafter we omit the averaging
symbol (---). The use of averaged equations for the parameters
together with the corresponding exact equations for the same
parameters should not lead to a misunderstanding since the idea will
always be clear from the context.
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and the equation for the parameter
A =2k(p — A). (7b)

The canonical variables p and g are determined by the
state vector, in which we put c;, = |c12]e/??: p = |c1|?
and g = @1 — @2 + ¢ — U; the angle ¥ is determined by the
relationship dj» = |di»|e’”?. The parameters of the Hamiltonian
in Eq. (7a) are the effective Rabi frequency Qzr = %, the
frequency-resonance detuning § = w(t) — w, and the sum
of population A = |c;|? + |c,|?, which is preserved at the limit
Kk — 0.

Thus, we obtained a Hamiltonian system comprising both
the “external” parameters §(f) and Q(¢) and the parameter A,
whose evolution depends self-consistently on the dynamics of
the canonic variables. The role of the small parameter ¢ in this
case is played by the ratio «/Qg.

B. Generalization of the universal model of nonlinear
resonance to dissipative systems

The system of Eqgs. (7a) and (7b) is a particular case of
the more general model. For its demonstration we consider
M interacting rotators with eigenfrequencies w,,, where m =

1,...,M.Leteach rotator correspond to the complex equation
of the first order:®
d;ﬂl . . .
Ir +ilwy + 6m(T) —ikm)sm =i Jn(T,ReC, ... ,Rely).
T
®)

Here, §,, is the frequency shift (which in the gen-
eral case depends on the independent variable t) and «,,
is the dissipation coefficient. The time scale of variation
of the oscillation amplitudes are assumed large compared
to the oscillation periods 27 /w,,. That is guaranteed by the
smallness of the ratios J,,/{m®m, Km/wm, and &,,/w,,, as
well as by a certain slowness of the explicit functions §,,(t)
and J, (7). The character of the interaction between separate
rotators, and the nonlinear frequency shifts are determined
by the nonlinear terms on the right-hand side of Eq. (8). The
nonlinear terms J,,, are assumed to be real functions. In the case
of sufficiently small amplitudes of oscillations these terms can
be expanded into a series such as

M J
In=)_ (Z uf,{,i(nRez,,) : ©)
J n=1
Let the synchronism condition in an ensemble of rotators
[20,22] be realized in the considered system:

M
Z o, Ny, =0, (10)
n=1

where N, are the numbers of the resonant harmonics, the
numbers o, = %1 determine the particular synchronism con-
dition (e.g., for the synchronism condition w; + w; = 2w3 we

®Equations of this type correspond, in particular, to the complex
amplitudes of the resonator or propagating wave modes, quantized-
field operators, etc.
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have Ny, = 1,01, = +1and N3 = 2,03 = —1). The resonant
interaction between rotators under condition (10) is defined by
the terms of series (9) with powers j = ¢, where’

M
q= (ZM) - L (11)
n=1

In this case, the resonant terms proportional to
(g yNn=1 Hrgﬁm (Opn )N o e~i®nTappear on the right-hand
side of Eq. (8). Here, the operator ©,,, performs complex
conjugation if 0,,0,, = +1 and is equal to unity if 0,,0,, = —1.

Moreover, the term with j = 3 (the so-called cubic non-
linearity) generates terms proportional to |¢,|?¢,, o e™i“nT,
which leads to the nonlinear shift of the rotator frequencies for
an arbitrary relationship between frequencies8 w1,.M-

Using the averaging method [18] and assuming that the
frequency-synchronism conditions in Eq. (10) are fulfilled,
we retain only terms proportional to e~!“»*(resonant terms)
on the right-hand side of Eq. (8). Replacing the variables
Cm = Cim eXp(—i ff o @nd7), which excludes “fast” motions,
we finally transform system (8) to the following form:

M
. 5 . 2
Cm + KmCm + 18,0 — 1 YmnlCnl Cm

n=I

M
= iBu(c;)™ " ] Gmne)™. (12)
n#m

It is significant that the coefficients S, on the right-hand
side of Eq. (12) are coupled by certain relations.’ Indeed,
since the total “energy” W Znﬂf:] lcm|? is preserved in
the original physical system in the absence of dissipation
for any set of frequencies w,, (the corresponding example is
given in Appendix A), then with the parametric synchronism
conditions (10) taken into account, different coefficients f,,
and B, should be coupled by the relationship 8, /w, N, =
@mn B /w, Ny (see, e.g., [22]). Thus, the coefficients B,, can
be represented in the following form:

B = @nNy®,w}, (13)

where w; = B1/w; N; (cumbersome expressions for the quan-
tities w; and y,,, are given in Appendix B for an impor-
tant particular case). In the absence of dissipation (when
k1,.m = 0) and with relations (13) taken into account, the
so-called Manly-Rowe relationships determining the laws of

"The resonant interaction between modes coupled by condition
(10) can be provided by degrees of nonlinearity less than ¢ (for
example, a simple case j = 2 is sufficient), if the “intermediate”
excitation of nonresonant combinative harmonics is taken into
account. However, this fact affects the final result only quantitatively
(see also Appendix A).

8The same effect, of course, takes place for all odd powers. However,
in the case of weak nonlinearity, it stands to reason to allow for only
the cubic term in this meaning.

9Essentially, that is due to symmetry of the matrix elements of the
interaction operator for “multiphoton” processes (see [20,22-24]).
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preservation of quantum numbers in the parametric processes
(see [20,22,24]) follow from Eq. (12):

|cm® leal?

(of
mYn
wy NI’L

= A,,, = const. (14)
Wy Ny

In the absence of dissipation, the fulfillment of integral (14)
allows the system of equations (12) to be transformed to a 1D
Hamiltonian system. Exactly the same system is obtained from
Eq. (12) with relation (13) taken into account in the presence of
dissipation if at least one of the dissipation coefficients «,, can
be assumed to be negligibly small. However, such a system
should be supplemented with equations for the quantities
An, Which are not constants in a dissipative system. Indeed,
we choose k; = 0 and o; = +1 for definiteness. After the

: ler* _ _ \M

replacement of the variables oy = P4 = > et NGO @m —
[emzr | i

Puw, and - = 0, (p — A1), Where |cyle'?" = ¢y, wi =

|w|e’?*, from Eqgs. (12) we obtain a canonical system specified
by the Hamiltonian

p2
H(p,q) =6(t,Ap)p + 7/(1’)7

N M N
+2Q()p 7 []low(p — Aw)l ™ cosg, (15a)

m=2
and equations for the parameters A,,;:

dA,,
dt

=2ku(p—Ap), m=2,...,M.

(15b)
In Egs. (15a) and (15b), we used the following notation:
Ap=ANy,, (form=2,...,M),

M
= 80(7:) + S(Am)a 6() = Z _0111N1118m - (;bwa
m=1

M M
§=-— Z Z meUpUInAmmemNp’

p=1m=2
M M M
Nm.
Yy = E E J/pmGmememe Q= |w| 1_[ (a)mNm) 2.
p=1m=1 m=1

The quantities §p(tr) and €2(t) can, in general, be “slow”
functions of the independent variable.

The system described by the Hamiltonian (15a) is the
generalization of the so-called second universal model of
nonlinear resonance [16,17], which in the case A,, = const
is widely used in celestial mechanics, the theory of motion
of particles in resonant HF fields, and the theory of wave
interaction. In particular, this system corresponds to various
processes of transformation, scattering, and/or parametric
decay in the wave systems [15,25,26]. The independent
variable T has the meaning of a coordinate in problems
of propagation and interaction of stationary waves, and the
meaning of time in problems of mode dynamics in resonators.
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C. Four-wave mixing of radiation in the electromagnetically
induced transparency regime in an ensemble
of three-level atoms.

We are speaking of the effect which was intensely studied
in recent years and is promising for recording and transporting
quantum and optical information [27-36]. This effect is based
on the interaction of the pump wave, the probe wave, and
the Stokes satellite of the pump with frequencies w3,
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respectively, which are coupled by the synchronism condition
| + w; = 2ws. The probe wave and the pump wave (frequen-
cies ws 3) also satisfy the conditions of one- and two-photon
resonance with a three-level quantum system (see Fig. 1). In
such a three-level medium, the absorption of the nonresonant
Stokes wave can usually be neglected. The corresponding
system of equations for stationary waves can also be reduced
to a 1D Hamiltonian system with self-consistent equations for
the parameters (see [36]):

2203 — Ay —2p)/p(p — A2) 1 Bp— Ay —2A3)(4D —5—2A5+ Ay)
H=y cosq +3p+ — , (16a)
2A3—A2—p 4 2A3—A2—p
d 1d —A)QRA;— Ay —2
A= L, _KEIT(P 2)(2A3 2 - P)‘ (16b)
dt 2dt (ZAg—Az—p)

The independent variable in Eqs. (16a) and (16b) has
the meaning of a coordinate. The canonical variables are
p= % and g = @1 + @2 — 2¢3, where ¢; are the phases of
complezx amplitudes, n,,; are the photon flux densities in the
corresponding modes, and the normalization n(z)} corresponds
to the boundary value of the pump photon flux density. The pa-
rameters are Ay = (1, — N, /N0 A3 = (e, /2 + ny,) /0l
X is the coupling coefficient for the four-wave mixing, kgt is
the standard coefficient of absorption of the probe wave in

the regime of electromagnetically induced transparency, D =
1 5 2|94
(@21 — Wy + w3 + Fw0), v = =,

the transition 1-2 (see Fig. 1), and Q% is the boundary value
of the pumping wave Rabi frequency.

By virtue of the complicated nonlinearity, which is typical
of the regime of electromagnetically induced transparency and
is not reduced to the power-law dependence, the system of
equations (16a) and (16b) differs notably from the standard
form of Egs. (15a) and (15b). This appears, in particular,
in the specific relation between the nonlinear synchronism
detuning and the pump depletion effects. However, within the
framework of the fixed pump intensity approximation, when
p,Ar < Az = 1, this system can be represented in the form
of Egs. (15a) and (15b) for M =2and Ny = N, = 1.

o is the frequency of

3

1

FIG. 1. Four-wave mixing in the EIT scheme. w; and w, are
the pump and probe resonant frequencies, respectively; w,; is the
frequency of the Stokes satellite of the pump.

IV. APPLICATION OF THE METHOD OF AVERAGED
EQUATIONS TO THE GENERALIZED NONLINEAR
RESONANCE MODEL

A. Averaged equations for the generalized nonlinear
resonance model

We now apply the results of Sec. II for the generalized
nonlinear resonance model specified by Hamiltonian (15a),
which was presented in Sec. III. Within the framework of this
model, we have the “external” parameters §y(7) and €2(t) and
the parameters A,, determined by Eq. (15b).

Averaged equations (5a) and (5b) can be significantly
simplified in this case if instead of the energy E, we choose
the action [ as the parameter indicating the unperturbed phase
trajectory, i.e., if we represent the unperturbed phase trajectory
in the form p = p(q,lo, A2, ...,ApM,80,$2,). As a result, we
arrive at averaged equations in the following form:

M

dl, 3y
-V = — maL . | ]7
< Z_IZ(K BAm) (172)
dA, ol

=k (L —2A ), m=2,....M, (17b)
dt 8]0

where I7(Iy, A, ..., Ay,80,2) = f pqu. Note that by virtue
of exact equation (15b) in accordance with definition (14), we
always have % > 0foro,, = +1and ‘% < Oforo, = —1
in relationship (17b).

Near the “local” equilibrium state, for which!0 p=
Po(Aa, ..., Ap,80,2), the system of equations (17a) and (17b)
takes an especially clear form. In a relatively small vicinity of
the elliptic stationary point, we obtain I7 = § p*dq ~ 2pol,
which reduces Eqs. (17a) and (17b) to a simple form:

dly

— = —uly, 18

e plo (18a)
dA,,
- = 2Km(p0 - Am)» (18b)
dt

9The angular coordinate g, as follows from the expression for
Hamiltonian (15a), at the stationary point is equal to 0 or 7.
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(b)
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-5 I I I
-5 -2.5 0 25 5

X
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FIG. 2. Phase plane for the system with Hamiltonian (20a) and constant parameter A (x = 0). Regime of decay instability: 5& = 0.1,

y=0,@A=-1,bA=1

where p© =2 Znﬁfzz Km %. From the expression for the
coefficient w it is apparent that the influence of the variation
of the “nonstandard” parameters A, on the phase-trajectory
trapping effect in the vicinity of a local elliptic stationary
point is determined by the dependence of the position of this
stationary point on the value of the parameters A,,. Certainly;
the adiabatic variation of the “standard” parameters §y(7) and
Q(7) does not affect the trapping stability.

It is useful to mention that the function /7, which governs
the system of equations (17a) and (17b), acquires a simple
geometric meaning when the phase plane is represented in the
coordinates

x =+4/2pcosq, y=+/2psing. 19)

Such a representation was used in [6,7,15] to simplify the
form of the phase portrait of the universal nonlinear resonance
model. In these variables, the quantity Ir is determined by
the expression Iy = ffso (x? 4 y®)dxdy, where Sy is the area
encircled by the phase trajectory. Thus, the quantity /7 on the
plane (x,y) corresponds to the inertia moment of a plane figure
bounded by a closed phase trajectory relative to the origin of
coordinates. The action [ in representation Eq. (19) preserves
the former geometric meaning: Iy = [ dxdy.

B. Autoresonance (phase locking) regime
of dissipative instability

The efficiency of the approach developed in this paper can
be demonstrated by the example of studying the influence
of dissipation on the decay parametric interaction of waves.
Consider the frequency synchronization condition w; + w; =
Nws. If the wave absorption at the frequency w; can be
neglected, then this process corresponds to Hamiltonian (15a)
for M =3, Ny, =1,N3 =N, 0, = +1, and 03 = —1. Con-
fining ourselves to the approximation of a strong undepleted
pump at frequency w3, when A3 — p & A3 = const, after the

N
replacement QA; — €2 we arrive at Hamiltonian (15a) with

M = 2,0, = +1, and N, = 1. Putting for simplicity y;; =0
for all y;; except yi; and choosing for definiteness y > 0,
from Eq. (15a) we obtain the following expression for the
Hamiltonian:

2
P
H(p.q.8) =dop +y— +20vp(p — A)cosq,  (20a)
which should be supplemented with an equation for the
parameter

A =2k(p—A) (20b)

(here, A = A, and k = k). The canonical momentum p
has the meaning of the number of quanta'! n,, in the mode
at the frequency ;. The number of quanta in the mode at
the frequency w, is equal to n,, = p — A. The difference
of quantum numbers A =n,, —n,, is the integral in a
nondissipative system. Areas of definition for the generalized
momentum are p € [A,o0]or p € [0,00]for A > Oor A < 0,
respectively, in any case'> A > 0. If the nonlinear loss of
synchronism and the dissipation are absent (i.e., y = k = 0),
then a decay instability exists in this system in the parameter
region |§y| < 2£2. In this case, the phase trajectories are open
and go to infinity. The corresponding phase plane is shown in
Fig. 2 for the coordinates (x,y) introduced by replacement of
the variables given by Eq. (19). Outside the instability region,
when |§p| > 22, or with the nonlinear loss of synchronism
taken into account, when y # 0, the stabilization effect takes
place. In this case, there is a unique equilibrium state on the

"In the study of propagation and interaction of stationary waves, the
canonic momentum has the meaning of a quantum flux.

12The system of equations (7a) and (7b) considered earlier is similar
to Egs. (20a) and (20b), but there is a radical difference. For the
two-level quantum system, we always have p € [0,A] and A <O.
These conditions have a clear physical meaning: the lower-level
population is less than the total population which decreases all the
time.
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FIG. 3. Phase plane for the system with Hamiltonian (20a) and constant parameter A (x = 0). Stabilization of decay instability (a, b) due
to linear synchronism detuning 2% =2,y=0,(a A=—1, (b) A =1, and (¢, d) due to nonlinear synchronism detuning §, =0, 5 =1,

©A=—1,d)A=1.

phase plane (see Fig. 3), for whose coordinates the following
expression can easily be obtained:

2]?() — A
VPolpo =AY

The trajectories surround the equilibrium state or the
separatrix. The separatrix exists for positive A.

However, the stabilization effect disappears if the absorp-
tion of the wave with frequency w, is taken into account.
Indeed, assuming x # 0, we use the relationships in Egs. (17a),
(17b), (18a), and (18b) for analysis of the evolution of the
system, where we put M =2, A, = A, and «x; = «. Since
A > 0, the quantity Amonotonically increases. For the initial
value A < 0, the absolute value of the parameter |A| drops
to zero at first, but then begins to rise once the positive
values of A are reached. In accordance with Eq. (21), the
quantity py rises, i.e., the local position of the equilibrium
state moves adiabatically smoothly toward the periphery of
the phase plane. From qualitative considerations (confirmed
by a numerical calculation) it follows that all trajectories that
initially remote from the separatrix will be finally captured in
it. For trajectories within the separatrix, the inertia moment

go=m, 8o+ ypo=K (21)

’2Q

I7 (A, Ip) of a plane figure always increases with increasing
A for a fixed value of Iy under the condition A > 0, i.e., in
this case, %LAT > 0. It follows from Eq. (17a) that the action
Iy decreases in this case [in a relatively small vicinity of
the equilibrium state, the action exponentially decreases since
the coefficient & > 0 as it follows from relationships (18a)
and (18b)].

Thus, the phase trajectory is trapped in the vicinity of the
“local” equilibrium state, which moves to the periphery of
the phase plane. Such an evolution of the dynamic system
obviously corresponds to the autoresonance (phase locking)
regime. In a standard variant, the realization of this effect
requires the slow variation of the “external” parameters of
the system. Usually, such a parameter is the linear frequency
detuning [5—14]. In the present case, however, allowance for
the dissipation of one of the interacted waves is sufficient,
i.e., the autoresonance regime of dissipative instability takes
place.

For sufficiently long interaction, from relationships
(21) and (18b) the following asymptotic forms can be
obtained for the quantum numbers in the modes n,, & po,
N, = po — A
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FIG. 4. Upper panels display examples of phase trajectories for the system with Hamiltonian (20a) and varying parameter A due to
dissipation (x # 0). The corresponding time dependences of photon numbers in two interacted modes are displayed in the bottom panels.
The autoresonance regime of dissipative instability is demonstrated with different asymptotical behavior: (a) 25’( =0.01, % =1.05,y =0,
A(r=0)=1, p(r=0)=1.3, (b) 25” =0.2, 2%:2, y=0, A(r=0)=1, p(r=0)=1.1, and (c) 25":0.2, 8 =0, =1, A(r=0)=0.1,
p(r=0)=0.2.

If yne < |80l,180] > 2€2,(|60] —2R2) K |8p] then n,, =~ stable in the absence of dissipation. Equation (22¢) describes

N, A po > A, the dissipative instability under conditions of the nonlinear
| | synchronism detuning (but without allowance for the depletion
N, 2 [m + 1] of the pump which was assumed fixed for the sake of simplic-
(nwz ) b %[+ -1 ity). Thus, the allowance for dissipation leads to the extension
v (0/29207 1 of the instability to beyond the range |8y| < 2€2 and impedes
1 its stabilization due to the nonlinear resonance detuning effect.
X eXp (K T [W - :|> > Q) gure 4 presents the numerical calculation data illustrating the
0 “trapping” of such a system into the autoresonance regime.
if yne,, < 180l,180] > 282 then n,, =~ po = A, The calculations were made for the initial strict system with
Ny 1 , Hamiltonian (20a) and varying parameter obeying Eq. (20b).
<n ! ) x ( «/ 50)2) X 2(2/80) k] (22b) They confirm the qualitative conclusions and asymptotic
@2 results of Egs. (22a)—(22c) obtained from truncated equations.
if yne,, > |80] and Ay > Qthenn,, =~ po = A, This result illustrates that discrepancy with the exact solution,
Q ’ in particular the dimension of the “trapping area,” is defined

<n‘°1 ) R — X ( VKT ) . (22¢) by some small parameter for a sufficiently long time.

Ny, y 1/(2/x7)

Dependences (22a)—(22c) obtained above can be used, in
The dependences in Egs. (22a) and (22b) describe the particular, for analysis of the bichromatic radiation generation
instability effect in the parameter region in which the systemis  during four-wave mixing in the regime of electromagnetically
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induced transparency in an ensemble of three-level atoms
[27-29,32,35,36]. Expressions (22a) and (22b) describe the
regime of dissipative instability of a bichromatic mode formed
by the probe wave and Stokes satellite of the pump, which
was predicted in [35]. Expression (22c) in the case of
electromagnetically induced transparency can be used only to
a certain degree of convention. It was mentioned in Sec. I1I that
the parameter region in which the nonlinear loss of parametric
synchronism can correctly be taken into account, neglecting
the pump depletion effect at the same time, is virtually
absent in this regime. Nevertheless, the numerical calculations
performed in [36] demonstrate that the effect of the probe-wave
intensity decrease accompanied by a weak increase in the
Stokes pump satellite, which corresponds to Eq. (22c), indeed
takes place at a certain stage of development of the four-
wave mixing process under conditions of electromagnetically
induced transparency.

V. CONCLUSIONS AND DISCUSSION

Thus, a wide range of problems dealing with resonant
interaction of dissipative oscillatory-wave systems can be
reduced to a 1D Hamiltonian system with self-consistent
parameters. The dynamics of these parameters is determined
by the first-order equations dependent on the canonical
variables. For the reduction of the equations describing an
actual physical system to such a form, it is necessary, as a
rule, that dissipation be neglected in at least one “partial”
oscillatory system. A modified adiabatic invariant (different,
in the general case, from the integral of action) always exists
within the framework of such a model. It can be found as an
integral of a system of ordinary differential equations of order
equal to the number of varying parameters. However, in the
general case, the search for the modified adiabatic invariant is
a fairly complicated problem. Another method of analysis is
based on the self-consistent averaged equations for the action
and the system parameters. This approach was used to study
the decay parametric instability of waves with allowance for
dissipation. The autoresonance (phase locking) regime was
detected for such a system.
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APPENDIX A: EXCITATION OF POLARIZATION
IN A NONLINEAR ANISOTROPIC CRYSTAL

To derive a system of equations describing the parametric
interaction of monochromatic waves in a nonlinear medium, it
is necessary to consider the effect of excitation of the nonlinear
polarization. Use the model of a nonlinear anisotropic crystal
without the spatial dispersion, in which the polarization of unit
volume P is given by the relationship

A(a 32>
L — )P =E+U(P). (A1)

3t 912

Here I is the linear operator, whose correct form for
quantum systems was discussed in [38], E is the electric field,
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and U(P) is a phenomenological nonlinear term. We show in
what follows that the relationships in Eq. (13) follow from this
sufficiently general formula if the operator L is supposed to
be Hermitian. ‘ ‘ ‘

Let U(0) =0 and %lp:o = g—,lfyIP:o = %h’:o =0,i.e.,
assume that the linear terms of expansion of the function
U(P) with respect to its argument are included in the linear
operator L. For simplicity, we assume that the nonlinear
effects themselves do not couple x, y, and z components
of the polarization.13 In this case, the function U(P) can be
represented in the form

oo

UP) =) (xoa" P} + yoal" P} + 200" P!),  (A2)
n=2

where oefc’f;’z are the corresponding coefficients of expansion

into a Taylor series, and z¢,X¢, and y, are the unit vectors of
the coordinate axes.
Consider the electromagnetic field in the form of a set of
monochromatic components
M
E=Re) E,e " (A3)
m=1

Let us find the polarization of the medium at frequencies
i, . ..,wy. Assuming that the field E is small in a sense,
we will make use of the perturbation method. Within the
framework of the linear approximation, the operator L deter-
mines the tensor of linear polarizability of the medium %, i.e.,
the vector P,, = %, E,.e”*®" is the solution of the equation
LP,, = E,e "' The nonlinear solution can be presented as

P, =Re(RuE, +3P,)e .

The nonlinear polarization of the medium appears at the
frequency w,, for any relationship between the frequencies
i, ...,wy due to the dependence of the function U(P) on
polarization in any odd power. Thus, taking into account the
cubic nonlinearity, i.e., § P® « E3, is usually sufficient for
the description of this effect [20,21]. Moreover, under the
condition of frequency synchronism Eq. (10), nonlinear polar-
ization at the given frequency w,, appears if the dependence of
the polarization on the electric field in power ¢, § P @ « E4,
is taken into account, where the number ¢ is determined by
Eq. (10). To obtain the nonlinear terms of the corresponding
power, one should allow for the terms of expansion of the
vector U over powers of P, , . in order ¢.'* Thus we obtain

§P, =8P +5PD, (A4)
M
SP;S;)P = Z Xm;psa§3)|Xn;skEn;klz)(m;SrEml"
n#m
(3) 2
+2Xm;pxay |Xm;sk Em;k| Xmisr Em;ra (Asa)

13Such a relation can occur, in principle, in an anisotropic medium.

“Thus we get a nonlinear solution proportional to the first order of
nonlinear coefficients a() . and &%) _. If the degree of nonlinearity
is less than ¢ then the nonlinear polarization can also be excited at
given frequencies but proportional to higher orders of corresponding
coefficients.
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M
8Pn(1q”2) = Xm;pxagq) 1_[ (é)man;skEn;k)N"
n#m
274q!
ey y
l_[nzl N"

Here, § Pn(f)p and § P,,(,q.L are the Cartesian components of

B

X (Kpesr B YV Ny (A5b)

the vectors P and 8P, x,.,s are the corresponding
matrix elements of the polarizability tensor, namely,
Xm = Xmoxx> Xmxy> Xmxz» €tC., and the indices p,s,k, and r
run through the values x,y,andz. The operator @,,m was
introduced earlier in Sec. II. To avoid a misunderstanding, we
emphasize that in Egs. (A4), (A5a), and (ASb) and elsewhere,
as usual, the summation is performed over recurrent indices
denoting the Cartesian coordinates; but, of course, this does
not concern the indices m and n which stand for harmonic
numbers.

It can be verified that in the case of Hermitian tensors j,,
the following properties are valid:

Im(§PYE}) =0, (A6a)
1 1.

—38PYE! = —6,,PYE". (A6b)

Nm Nﬂ

Relationships (A6a) and (A6b) in combination with the
conditions in Eq. (10) ensure the absence of the resonant
energy exchange between the field E and the medium due to
the nonlinear polarization current if the influence of dissipative
effects on the excitation of nonlinear polarization of the
medium is neglected. In this case, the energy exchange
between the field and the medium due to linear dissipation
can be taken into account additively.

Ch

A 32
DmlPS = (ByBx -

@y 02
2 omixx dxdy

o, 2
Femyx ) (B

2
: d Dy ;
<lhmm — C_ng;zx) (lh

For the given frequency w,, and boundary conditions in the
(x,y) plane, Egs. (B2a) and (B2b) determine the “transverse”
spatial structure of the vector mode and its longitudinal
wave number h,, (see, e.g., [39]). The adiabatically smooth
dependence on the longitudinal coordinate is taken into
account only as dependence of the coordinates of the tensor
&, (and/or transverse structure of the waveguide system) on
the parameter 7z, i.e., Egs. (B2a) and (B2b) themselves do not
contain a derivative with respect to the variable z.

By analogy with [40], it is convenient to determine the
wave number h,, by using the “local” dispersion equation
in the form A, (@, h,,nz) = 0, where 1, is the eigenvalue
of the operator ﬁm\llm = W, A, corresponding to the given
type of the waveguide eigenmode. The transverse structure of
the mode corresponds to the vector eigenfunction ¥, of the
operator ﬁm when the eigenvalue tends to zero, i.e., A,, — 0.

PHYSICAL REVIEW E 84, 056610 (2011)

APPENDIX B: PARAMETRIC INTERACTION
OF STATIONARY MODES IN A NONLINEAR
WAVEGUIDE SYSTEM

Consider a stationary electromagnetic field formed by a
set of M waveguide modes. In this case, the amplitudes of the
monochromatic components in Eq. (A3) can be specified by the
relationships

z

Em = ‘I’m(rl,ﬂZ)Am(ﬂZ)eXP(i/

hm(nz)dz). (Bla)
—00
Here, A,, are the scalar amplitudes of the waves propagating
along the z axis; W,,(r1,62) = X0Wpx + Yo Wy + 20 Wi, are
the vector functions which specify polarizations of the partial
waves and their spatial structure in the (x,y) plane; and
ri = xox + y,y is the radius vector in that plane. The small
parameter n determines the adiabatically smooth dependence
of the functions ¥,,, A,,, and %, on the z coordinate. Then use
of the wave equation for electromagnetic waves
? w?
v x(vxE,)— C—'z"?:mEm = 4nc—;18Pm, (B1b)

where &, = 8 + 47 . Km(wm.r1,nz) is the linear suscep-
tibility tensor at the frequency w, in an inhomogeneous
medium, and the nonlinear term o< § P, is determined by
Egs. (A4), (A5a), and (ASb). We determine the functions ¥,

and wave numbers %, by omitting the nonlinear term 6 P,,
in wave equation (B 1b). Then, assuming da_z — ih,,, we obtain

DV, =0, (B2a)

where the operator ﬁm = ﬁm; ps (here, p,s = x,y,z) has the
following form:

2 >
13} . P 13}
C_gxgm;xy) (lhmﬁ - C_;_ngm;xz)

% . 9 %
Beemyy) (il e — Zemye) (B2b)

D _ g — Y
mayy 2 emzy 2 “mzz

Then, generalizing the results of [40], one can obtain the
following expression for the energy flux S, along the z axis
for the wave mode with number 7:

Sn = SmlAnl? C_(IReh (B3a)
= ml s Sm = — ’ a
m Sm g " 167'[ Wiy ahm Imh,,—0
where
Am = / / V' D, ¥, dxdy, (B3b)
o0

using the standard normalization [[ W} W,dxdy =1.
Taking into account the nonlinear term « § P, in the wave
equation (B1b), one can, by analogy with [41], obtain the
following equations of the first order for complex amplitudes
A,, with accuracy up to quadratic terms with respect to the
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small parameter 7:

dA, A, dsy
m - mAm
S dz 2 dz ta
Wi B
= i—<—i/ hmdz) f/ P, )dxdy, (B4)
4 —00 o0
where

lhy = “)—”,’Im// W 2@y, dxdy, (B5)
4i 0o

and 289 is the anti-Hermitian component of the tensor

&y. At the limit 6P,, — 0, from Eqs. (B4) and (B5) a

standard equation for the energy flux follows: 95S,,/dz +

2pm|Am |2 =0.

We now assume that the wave frequencies are related
to the synchronism condition of Eq. (10). We then use the
relationships in Egs. (A4), (A5a), and (A5b) for the nonlinear
polarization § P, neglecting the anti-Hermitian components
of the polarizability tensor x,,;,s;. As a result, we transform
Eq. (B4) to the following form:

M
—F + __Z + /'LmAm —i van|An|2Am
n=1

M
= i@y Ny Wine (A5 )" [T ©mnA)™,  (BO)
n#m

where

vn;ﬁm - // a§3)|Xn;skq"n;k|2|Xm;srlllm;r|2dXdya
00

O = 2 / f NI (B7a)
o0
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q!
2412 1—[}1:421 Ny

M
X <// Ol_gq) 1_[ (é)nm Xn;skan;k)NndXdy> P (B7b)
o n=1

(B7c¢)

;7 M
G =/ > owNuhudz,
O m=1

and the operator ©,.,, was introduced earlier in Sec. ITI. We now
take into account that for the effective parametric interaction,
besides the temporal synchronism condition [Eq. (10)] for
the wave frequencies, the corresponding condition of spatial
synchronism for the wave vectors should be fulfilled (see [20])
at least at some point z = zg

M
Z Umthm(ZO) =0.

m=1

In this case, from Eqs. (B7a)-(B7c) and (B8) after the
replacement of variables and parameters,

(B8)

0 d ;
Smz

=T cmel = A/ sm;zAmv 5m = (h - hm(ZO))’
9z T

Vinn Mm Wl
an:ss , szs—, wy = ———,

n;z5m:z miz M Ny

l_[n=1 Sniz

Eq. (12) rigorously follows under the condition in
Eq. (13).

A similar problem for a plane-layered medium is obviously
a particular case of the above-presented analysis (see [41] in

this connection).
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