
PHYSICAL REVIEW E 83, 036402 (2011)

Diagnosing ions and neutrals via n = 2 excited hydrogen atoms in plasmas with
high electron density and low electron temperature
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Ion and neutral parameters are determined in the high electron density, magnetized, hydrogen plasma beam
of an ITER divertor relevant plasma via measurements of the n = 2 excited neutrals. Ion rotation velocity
(up to 7 km/s) and temperature (2–3 eV ∼ Te) are obtained from analysis of Hα spectra measured close to
the plasma source. The methodology for neutral density determination is explained whereby measurements
in the linear plasma beam of Pilot-PSI are compared to modeling. Ground-state atomic densities are obtained
via the production rate of n = 2 and the optical thickness of the Lyman-α transition (escape factor ∼0.6) and
yield an ionization degree >85% and dissociation degree in the residual gas of ∼4%. A 30% proportion of
molecules with a rovibrational excitation of more than 2 eV is deduced from the production rate of n = 2 atoms.
This proportion increases by more than a factor of 4 for a doubling of the electron density in the transition to
ITER divertor relevant electron densities, probably because of a large increase in the production and confinement
of ground-state neutrals. Measurements are made using laser-induced fluorescence (LIF) and absorption, the
suitability of which are evaluated as diagnostics for this plasma regime. Absorption is found to have a much
better sensitivity than LIF, mainly owing to competition with background emission.
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I. INTRODUCTION

The plasma conditions expected in the divertor of the exper-
imental fusion reactor ITER constitute a new regime in plasma
physics. The high electron density (∼1020 m−3) ensures that
the (hydrogen) plasma is not transparent for neutrals (produced
by recombination at the divertor plates) and the low electron
temperature (∼1–5 eV) is such that the plasma balances on the
boundary between an ionizing and recombining plasma. Espe-
cially, the interaction between charged and neutral species in
this plasma regime is not trivial. For the progression of plasma-
wall interaction studies in fusion research [1], a good under-
standing of this plasma regime is imperative. Quantities that
need to be measured to achieve this are density, temperature,
and velocity of electrons, protons, atoms, and (rovibrationally
excited) molecules. Electron temperature and density can be
easily measured with excellent statistics in a high electron-
density plasma using Thomson scattering [2,3]. Protons and
ground-state atoms are more difficult to access nonintrusively.

More readily accessible via active spectroscopy are n = 2
excited atoms. In this paper we analyze the production and
destruction processes of the n = 2 excited-atom population
(Sec. II) and show how we can use this species in an ITER
divertor relevant regime to access density information on
ground-state atoms and rovibrationally excited molecules and
temperature and velocity information on protons.

Experiments are performed in the magnetized plasma beam
of Pilot-PSI (described in Sec. III), a linear, magnetized
hydrogen plasma generator. This machine simulates the
energy flux to the divertor plates expected in ITER. It also
uniquely produces plasmas of such high electron density (at
temperatures of a few eV) that—as expected in the divertor
of ITER—interaction between ground-state atoms and ions
is important and rovibrationally excited molecules have very
short mean free paths (of only a few millimeters).

One major difference between the plasma of Pilot-PSI and
the ITER divertor is the fact that the beam of Pilot-PSI is

surrounded by gas. Rovibrationally excited molecules will
penetrate the edge of the beam and play a significant role in the
plasma dynamics. For high electron-density conditions (ITER
divertor relevant electron densities), these molecules will not
reach the center of the beam. The dynamics at a distance from
the divertor plates in ITER are therefore well simulated in the
center of the beam of Pilot-PSI. Another difference between
Pilot-PSI and the ITER divertor concerns the surface area of
the impinging beam. To properly study the plasma at the ITER
divertor plates, the beam should be wider than the mean free
paths of the most important processes. This is not necessarily
the case for the ∼1-cm-diam beam of Pilot-PSI.

The results presented in this paper are measured in both the
central and edge regions of the plasma beam. They are relevant
for the understanding of linear divertor simulators in general,
as well as (especially in the case of information about the center
of the beam) for understanding the ITER divertor itself. This
paper also forms a framework for future measurements in the
upgrade of Pilot-PSI–Magnum-PSI [4], in which the plasma
beam diameter will be larger and the effect of background
molecules therefore will be less important.

The parameters that are varied in this paper are electron den-
sity, background pressure, and lateral position. We study the
density behavior of various neutral populations in the transition
from the weakly magnetized, low electron density, hydrogen
plasma regime [5–8] up to ITER divertor relevant electron
densities. The effect of background pressure is explored by
varying the background pressure from low (∼6.5 Pa, i.e., close
to the 1 Pa neutral pressure expected in the ITER divertor) to
high (∼50 Pa). Lateral scans across the diameter of the beam
allow study of the penetration of molecules into the beam.
Measurements are made at a large distance from the target, so
that in the interpretation recycling effects at the target need not
be considered. An overview of the plasma conditions studied
in this paper is given in Sec. III B.

We measure the n = 2 atoms using both laser-induced
fluorescence (LIF) and absorption spectroscopy. The data
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analysis is outlined in Sec. III C and results are presented in
Sec. IV. Ground-state atom densities are estimated from these
measurements via a Monte Carlo simulation of the reabsorp-
tion of Lyman-α photons (Sec. V). Other neutral densities are
determined in Sec. VI by comparison of measurements with
the population balance. The suitabilities of the two diagnostic
techniques in the given plasma regime are compared in the
discussion (Sec. VII), together with a discussion of the results
on ion parameters. Conclusions are given in Sec. VIII.

II. ANALYSIS OF THE POPULATION BALANCE OF
n = 2 EXCITED ATOMS

In this section, we identify the most dominant production
and destruction mechanisms for n = 2 excited neutrals. This
will serve as a framework for understanding the measurement
data. We set up a local model in order to predict the n = 2
density that can be expected at a single position depending on
densities of other species at that same position.

A. Production mechanisms of n = 2 excited neutrals

The dominant population processes for n = 2 in our plasma
are molecular activated recombination (MAR) and relaxation
(via electron deexcitation and radiation) from the n = 3 level,
which is itself dominantly populated by MAR. MAR is charge
exchange (c.x.),

H2(v � 4) + H+ → H2
+(v′) + H, (1)

followed by dissociative recombination (d.r.),

H2
+(v′) + e− → H∗ + H. (2)

(See Refs. [6], [9], and [10].) H2(v � 4) is a rovibrationally
excited hydrogen molecule, with an excitation energy larger
than 2 eV. H∗ indicates an excited hydrogen atom. The
distribution of excited states from reaction (2) is assumed
to be the same as for d.r. with v = 0–9 (10% n = 2, 45%
n = 3, 22% n = 4, 23% n > 4) [11]). Above ne = 1019 m−3,
charge exchange is the slowest of the two reactions and thus
rate determining. Above 1 eV, the rate coefficient 〈σv〉 of
charge exchange is 3 × 10−15 m3 s−1 [12] for molecules with
a vibrational excitation v � 4. For molecules with a lower
vibrational energy, the rate coefficients are ∼100 times lower.

Other direct n = 2 and n = 3 production mechanisms are
less important in our plasma. Direct electron excitation to n =
2 has a total rate coefficient of 8 × 10−16 m3 s−1 at 3 eV [11]
(decreasing fast at lower electron temperatures) and is slower
for n = 3. It may give a minor contribution to the population of
the n = 2 level, however, we will show experimentally that it
can be ignored. The net effect of three-particle recombination
(〈σv〉 < 2.9 × 10−40 m6 s−1 [13] for Te > 1 eV), corrected
for by loss via direct ionization, only gives a significant
contribution to n = 2 and n = 3 levels for electron densities
higher than 7 × 1021 m−3. Mutual neutralization of H− and
H+ has a high rate coefficient(∼3 × 10−15 m3 s−1 for n = 2
and 5 × 10−14 m3 s−1 for n = 3), but at high electron density,
there are a multitude of competing processes involving H−.
Dissociative recombination of H3

+ to n = 2 also has a high
rate coefficient (∼3 × 10−14 m3 s−1), but requires H2

+ ions for
production, the density of which is kept low by dissociative

recombination and mutual neutralization. We thus conclude
that MAR is the dominant direct excitation mechanism for
both n = 2 and n = 3. We also include relaxation to n = 2
from the level closest by n = 3. Estimations have shown that
relaxation from other levels to n = 2 and n = 3 levels can be
ignored.

The rate of MAR is αnenH2
+kdr, where ne is the electron

density (m−3), kdr is the rate of dissociative recombination
(m3 s−1) (all rate coefficients used in this paper are taken
from Ref. [11] unless stated otherwise), α is the branching
ratio for the relevant excited state (0.1 for n = 2 and 0.45 for
n = 3 [11]), and nH2

+ (m−3) is the density of H2
+ calculated

from the balance

dnH+
2

dt
= 0 = nH+nH2(v�4)kcx

− nH2
+
[
nekdr + nH2

(
kH3

+ + kcx2

)]
, (3)

where kcx is the rate of charge exchange (reaction (1)), kcx2 is
the rate of the charge exchange reaction between H+

2 and H2,
and kH3

+ is the rate of the H3
+ producing reaction [13]

H2
+(v′) + H2(v′′) → H3

+(v′′′) + H. (4)

Finding an expression for nH2
+ in terms of ne using quasineu-

trality, ne = nH2
+ + nH+ , we obtain

nH2
+ = nenH2(v�4)kcx

nekdr + nH2(v�4)kcx + nH2

(
kH3

+ + kcx2

) . (5)

At low electron densities (for ne < 1019 m−3 at 6.5 Pa), nekdr

can be ignored and nH2
+ becomes approximately proportional

to ne.
For ne > 1019 m−3,

nH2
+ ≈ nH2(v�4)kcx

kdr
. (6)

B. Local population balance of n = 2 excited atoms

Excited neutrals in the n = 2 excited state are assumed to be
produced and destroyed locally, because within the radiative
lifetime, these atoms can travel less than 0.1 mm. Note that
radiation transport can occur and effectively lead to transport
of these neutrals. This effect is simulated in Sec. V.

The main production process of the n = 2 state is MAR
and relaxation from the n = 3 state, as described above.
The main destruction processes are electron (de-)excitation
and radiation. Absorption of laser radiation and stimulated
emission is neglected because the transition is not in saturation.

Assuming a steady-state plasma,

dn2

dt
= 0 = 0.1nH2

+nekdr + n3(A32 + nek32)

− n2(A21�21 + neK2). (7)

nj is the density of the n = j excited state, Aij is an Einstein
coefficient, �21 the escape factor for the Lyman-α line, kij the
rate of electron (de-)excitation from level i to level j (from
Ref. [14]), and Ki = ∑

j kij (from Ref. [15]). This yields

n2 = 0.1nH2
+nekdr + n3(A32 + nek32)

A21�21 + neK2
. (8)
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A balance for the density of the n = 3 excited state is obtained
using the same procedure:

n3 = 0.45nH2
+nekdr

A3 + neK3
, (9)

where A3 = ∑
i A3i . Solving Eqs. (8) and (9) with k32/K3 ≈

A32/A3 ≈ 0.45 gives, approximately,

n2 = 0.3nH2
+nekdr

A21�21 + neK2
. (10)

We distinguish the following regimes:
(a) For ne < 1019 m−3: nH2

+ ∝ ne and A21�21 
 neK2,
therefore

n2 ∝ n2
e . (11)

(b) For 1019m−3 < ne � A21�21/K2: nH2
+ ≈ nH2(v�4)kcx/

kdr and A21�21 
 neK2, therefore

n2 ≈ 0.3nenH2(v�4)kcx

A21�21
. (12)

(c) For ne 
 A21�21/K2: nH2
+ ≈ nH2(v�4)kcx/kdr and

A21�21 � neK2, therefore

n2 ≈ 0.3nH2(v�4)kcx

K2
. (13)

These expressions give simple ne dependencies for n2 in
different electron-density ranges. However, the dependency of
the escape factor of Lyman-α, �21 on ne, is not yet considered.
We consider the expected behavior of the escape factor �21

below.

C. Influence of the escape factor in the population balance

The plasma becomes optically thick for Lyman-α (and
to a lesser extent also for Lyman-β) if the ground-state
neutral density, nH, in the plasma is sufficiently high. This
density is expected to rise as a function of electron density in
the plasma. However, the dependency is difficult to predict,
especially at the measurement position, 4 cm from the plasma
source. Ground-state atoms are long lived and can travel
several centimeters in the axial direction before escaping
radially from the plasma beam. The flux of nH in the beam
at the exit of the plasma source is expected to increase
with source current, because the electron density inside the
source channel increases [16] and the mean free path of
these neutrals decreases. Local production of nH in the beam
outside the plasma source is expected to increase linearly with
electron density because the rates of its two main production
mechanisms, MAR and electron dissociation of molecules
[13], are both proportional to ne.

The dependency of the ground-state density near the plasma
source will be estimated in this paper using the escape
factor, �21. For the low electron-density regime described
in Eq. (12), the electron-density dependency of the n = 2
density is H2(v � 4)(ne)ne/�21(ne). Using measurements of
the n = 2 density vs ne and calculations of �21 vs nH, we
will obtain combined information about nH and nH2(v�4).
The escape factor is taken from Behringer and Fantz [17],
calculated for a cylindrical hydrogen plasma with a parabolic
emission profile and a purely Gaussian-broadened spectral

line. According to Rosado [18], the behavior of the escape
factor for a Voigt spectral line shows almost identical behavior,
down to an escape factor of less than 0.1. For an optical
thickness, kr, of less than 1, � ≈ 1/kr ∝ 1/nH.

The other important role of the escape factor in the n = 2
population balance is its influence on the relative importance
of loss by radiation and electron deexcitation. If electron
deexcitation dominates, the n = 2 density as a function of
the electron density will saturate [Eq. (13)]. A lower escape
factor will cause this saturation to occur at a lower value of the
electron density.

D. Radial dependencies of the population balance

The radial density profile of n = 2 excited neutrals depends
sensitively on the radial profiles of ne and nH2(v�4). According
to Eqs. (11)–(13), at low electron densities the n = 2 profile
is dependent on the electron density and at high electron
densities it depends only on the H2(v � 4) density. The latter
profile becomes hollow when the electron density is so high
that the mean free path (determined by charge exchange in
combination with elastic collisions) becomes significantly
smaller than the plasma diameter. In that case, the resulting
n = 2 profile is also hollow.

Radiation transport of Lyman-α photons also affects the
radial profile of n = 2 excited neutrals. The radial density
profile is broadened by reabsorption if the plasma is optically
thick for these photons. A simple simulation of this effect has
been carried out and is reported in Sec. V.

III. EXPERIMENT

A. Experimental setup

Pilot-PSI [19,20] is a linear plasma generator (see Fig. 1).
Hydrogen plasma is produced by a cascaded arc source [16,21]
and flows into a vacuum vessel (typically 2–50 Pa). An axially
directed magnetic field can be applied with a strength of up
to 1.6 T. The beam is ∼1 cm wide, 0.5 m long, and impinges
on a conducting target at floating potential. Absorption and
LIF measurements are performed at 4 cm from the source.
The electron density and temperature are measured at the same
position with Thomson scattering [2,3]. Statistics are excellent
because of the high electron density.

4 cm

Vacuum vessel

Cascaded 
arc plasma 
source

~ 1 m

Plasma jet 40 cm

Magnetic 
coilsViewing ports

B
Target

Absorption 
diagnostic

FIG. 1. (Color online) Plasma experiment Pilot-PSI.

036402-3



A. E. SHUMACK et al. PHYSICAL REVIEW E 83, 036402 (2011)

Diode
laser

Fabry Perot 
cell

Laser power
measurement

Window

Lenses

Beam splitter

Mirror

Photodiode

PlasmaAngle 
adjustable

Position 
adjustable

~ 2 m

FIG. 2. (Color online) Diagnostic setup.

The optical setup for absorption and LIF is depicted in
Fig. 2. Absorption is measured on the Balmer-α line from
excited level n = 2 to n = 3. The LIF signal measured is the
spontaneous radiative decay back to the n = 2 level. We use a
tunable external cavity diode laser (Vortex 6000, New Focus,
wavelength range 656.33–656.60 nm, horizontal polarization,
spectral linewidth <300 kHz). The laser power and wavelength
are monitored in real time, the latter with a Fabry-Pérot cell.
The laser is always at an angle to the windows to avoid
interference effects. Scans as a function of electron density
are mostly performed with an expanded beam (laser spot
diameter up to φ = 1 cm) (with the aim of maximizing the
fluorescence signal for LIF). Lateral scans are performed with
φ < 1.5 mm.

For absorption, the laser is scanned across the radius of
the plasma beam to obtain a lateral profile, by adjustment
of the angle of the last mirror in front of the vessel. After
a single pass through the plasma beam, the laser beam is
focused onto a photodiode that measures the transmitted
laser power. This photodiode is positioned at 1.5 m from
the vessel to suppress background emission. The collection
optics are adjusted during a radial scan, so that the laser
beam is always focused onto the photodiode. The laser
wavelength is scanned across the spectrum with a repetition
frequency of 10 Hz with ten averages. Directly following each
measurement, a calibration measurement is made with the
magnetic field turned off. This reduces the laser absorption to
�10−5.

Fluorescence is also collected onto a photodiode. Because
the background emission is expected to be more than 1000
times stronger than the fluorescence, several techniques are
employed to suppress it. First, lock-in detection is used with a
mechanical chopper at 4 kHz, a spectrum scan at 0.05 Hz, and
a typical integration time of 2 s. Also, both a Balmer-α filter
and a slit are mounted in front of the photodiode such that only
relevant light from regions where fluorescence is expected is
imaged onto the photodiode.

B. Overview of the plasma conditions

The plasma conditions studied in the LIF and absorption
experiments are characterized with Thomson scattering. These
conditions are varied via the magnetic-field strength, the
discharge current in the plasma source, and the background

pressure in the vessel. A low electron-density range of
1–3 × 1019 m−3 is achieved at 0.015 T and a high-density
range of 2–10 × 1020 m−3 at 0.4 T.

Figure 3 gives an overview of representative electron
density and temperature profiles and the change of peak values
as a function of operation parameters. Figure 3(a) shows that
the profiles are peaked and that the temperature profile is
significantly wider than the density profile. In Fig. 3(b) the
peak electron density is plotted as a function of discharge
current. Interpolations are given for the exact pressures at
which laser spectroscopy was performed. Figures 3(c) and

-1.0 -0.5 0.0 0.5 1. .5

0.0

2.0x1020

4.0x1020

6.0x1020

8.0x1020

0

2

4

6

8

E
le

ct
ro

n 
de

ns
ity

 (
m

-3
)

Radial position (cm)

 n
e
 - High P (53 Pa) 

 n
e
 - Low P (5.3 Pa) 

 T
e
 - High P (53 Pa) 

 T
e
 - Low P (5.3 Pa) 

0.4 T
2.5 slm
200 A

 E
le

ct
ro

n 
te

m
pe

ra
tu

re
 (

eV
)

(a)

50 100 150 200 250

1E19

1E20

1E21

 Interpolation for 43 Pa, 0.4 T
 Interpolation for 20 Pa, 0.015 T

n e (
m

-3
)

Current (A)

 6.5 Pa, 0.4 T
 64 Pa, 0.4 T
 6.9 Pa, 0.015 T
 30 Pa, 0.015 T

(b)

50 100 150 200 250
0

1

2

3

4

5

E
le

ct
ro

n 
te

m
pe

ra
tu

re
 (

eV
)

Current (A)

 0.015 T, 30 Pa
 0.4 T, 64 Pa
 0.4 T, 6.5 Pa

(c)

50 100 150 200 250
0

5

10

15

F
W

H
M

 n
e 

pr
of

ile
s 

(m
m

)

Current (A)

 0.015 T, 30 Pa
 0.4 T, 64 Pa
 0.4 T, 6.5 Pa

(d)

FIG. 3. Overview of plasma conditions studied in this paper.
(a) Typical electron density and temperature profiles, corresponding
to the lateral n = 2 density measurements made at 0.4 T. (b) Plasma
conditions for electron density scans studied in this paper, character-
ized by peak electron density. Interpolations are for the background
pressures in laser spectroscopy experiments. (c) Corresponding peak
electron temperature and (d) full width half maximum (FWHM)
of electron-profiles. Neither vary significantly as a function of
current.
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3(d) show that the electron temperature and the plasma beam
width are approximately independent of the discharge current.

C. Analysis of data

This section explains how n = 2 densities are calculated
from absorption and LIF signals. Also, the fitting procedure
with which the spectra are analyzed in order to obtain ion
velocity and temperature information is described.

1. Absorption data analysis

The n = 2 density can be calculated from absorption on the
nonsaturated Balmer-α transition by [22]

n2(r) = 8π

λ2
0

g2

g3

∫
k(ν,r)dν

A32
, (14)

where λ0 is the central wavelength of the absorption spectrum,
gi is the statistical weight of the ith excited state, k(ν,r) is
the absorption coefficient (m−1), and ν is the frequency of the
laser (Hz). Note the units of

∫
k(ν) dν: (m−1 s−1).

The absorption measurements are line-of-sight integrals
and measure the average of the quantity k(ν,r)l across the
beam, where l is the path length of the laser through the plasma.
By spectrally integrating this data, we obtain results in the
unit s−1, with which average n = 2 densities are calculated
with an assumed beam width.

Where lateral scans are performed, Abel inversion is
used (as well as spectral integration) to obtain the quantity∫

k(ν,r) dν (and subsequently the n = 2 density) at local
position r.

2. LIF data analysis

When fluorescence on the (nonsaturated) Balmer-α tran-
sition is induced by absorption on the same transition, the
n = 2 density can be calculated from the measured LIF signal
as follows. The amount of fluorescence photons emitted per
cubic meter per second by the plasma is:

YLIF(photons m−3s−1) = A32n
LIF
3 , (15)

where nLIF
3 is the density of n = 3 excited neutrals that are

created by absorption of laser photons. Its value is determined
from a steady-state balance between its destruction and
production processes:

nLIF
3 (A3 + neK3 + B32ρ) = n2B23ρ. (16)

ρ the laser power density (J s m−3) and Bik is an Einstein
coefficient. The signal is measured in W/nm, with a resolution
in the order of 10 pm (from Stark broadening). Integrating the
signal over the spectrum gives us the total measurement signal
SLIF in watts. This is equal to

SLIF = YLIF
�

4π
T Vdet

hc

λ
. (17)

� is the volume angle of the detection system (3 × 10−2 sr),
T is the transmission of the optics (estimated at 0.8), and Vdet

is the detection volume. Using expressions (15)–(17), we can
calculate the density of n = 2 atoms from

n2 = SLIF(A3 + neK3 + B32ρ)

(�/4π )T Vdet(hc/λ)A32B23ρ
. (18)

3. Spectral analysis

Spectra are analyzed with a Voigt function [23] because
Doppler and Stark broadening have comparable importance in
the plasma considered. Asymmetric spectra are analyzed with
a double Voigt function (detailed in Ref. [24]). The asymmetry
is attributed to the existence of two distributions of n = 2
excited neutrals, one coupled to the ions (hotter and rotating)
and one not coupled to the ions (colder and not rotating).
Ion properties can therefore be determined from (the “hot”
component of) asymmetric spectra, and temperature from the
Doppler width and velocity from the Doppler shift. The fine
structure of Hα is simulated by splitting each Voigt function
into two Voigt peaks shifted with respect to one another by
13 pm. One is 1.5 times higher than the other.

IV. LIF AND ABSORPTION MEASUREMENTS

A. Measurement data

Absorption spectra are measured for two regimes: low
electron density, at a magnetic-field strength of 0.015 T, and
high electron density at 0.4 T. LIF could only be detected in
the low electron-density regime. In the high electron-density
regime, absorption measurements are made at high and low
background pressure.

First we present the spectra measured in scans of the
discharge current at different background pressures and
magnetic-field strengths (see Fig. 4). They are made for the
following three combinations of magnetic-field strength and
background pressure: 0.015 T, 20 Pa; 0.4 T, 64 Pa; and 0.4 T,
6.5 Pa. All spectra are measured at the center of the beam
except in Fig. 4(d), where the position was optimized for
maximum signal. Absorption down to 7 × 10−4 is measured
(at high pressure and signal-to-noise ratio of 50), limited
not by the diagnostic, but by the lower discharge current
limit of the plasma source. At low pressure the minimum
signal-to-noise ratio is 15. The LIF measurements have a much
lower signal-to-noise ratio and require lock-in detection (signal
detectable down to 10−4). Notable is that the spectra measured
off-center [Fig. 4(d)] are asymmetric (see Sec. III C 3 for an
explanation).

Figure 5(a) displays the tests for saturation. The absorption
and LIF signal are plotted as a function of laser power from
zero to full power. The transition is clearly not saturated. Fluc-
tuations in the signal are attributed to instability of the plasma.
The tests are done at conditions of minimal quenching (where
saturation is most probable). Low collisional deexcitation is
ensured by low electron density at low magnetic-field strength.
A minimal escape of Lyman radiation is chosen via high
ground-state neutral density, achieved at a high background
pressure and high discharge current (see Sec. VI B 1).

Next we present lateral scans performed at 0.4 T at both
high and low background pressures. Figure 5 shows lateral
absorption profiles at a magnetic-field strength 0.4 T and
background pressures 6.5 and 50 Pa. The scans are made with
a laser spot of diameter <1.5 mm. The profiles are fit with
three Gauss functions, allowing Abel inversion because Gauss
functions are invariant under this procedure [25].

Density profiles for n = 2 neutrals calculated from
the results of this Abel inversion are shown in Fig. 6.
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FIG. 4. Absorption and LIF spectra for varying source currents
for three different plasma conditions. (a) LIF, low ne, center of beam,
φlaser ≈ 3 mm. (b) Absorption, low ne, center of beam, φlaser ≈ 3 mm.
(c) Absorption, high ne, low P, center of beam, φlaser < 1.5 mm.
(d) Absorption, high ne, high P, off-center, φlaser ≈ 1 cm.

Electron-density profiles measured with Thomson scattering
are also included for comparison.
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FIG. 5. Absorption in nanometers measured as a function of
lateral distance at different background pressures, fitted with three
Gaussian functions. (a) Absorption vs laser power density saturation
test, quite unstable plasma. (b) LIF vs laser power saturation test.
(c) 0.4 T, low P, φlaser < 1.5 mm. (d) 0.4 T, high P, φlaser < 1.5 mm.

The n = 2 density profiles comprise three clear compo-
nents: production inside the electron-density profile, produc-
tion outside the electron-density profile by reabsorption of
Lyman-α, and a hollow region in the center of the beam
(no production at all). For both measurements, the n = 2
profiles become strikingly hollow for an electron density above
ne ≈ 4–5×1020 m−3. For the 6.5 Pa measurement, the Abel
inversion returns a negative density in the center of the beam,
which probably indicates that the real profile is steeper than can
be simulated with a Gauss function. To estimate the error made,
we integrated the (positive parts of) the profile and compared
it to the integrated density measured at the center of the
beam. This gives a discrepancy of 1%. The largest difference
between the lateral scans at high and low pressure is the
profile shape of the reabsorption production outside the plasma
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FIG. 6. n = 2 density as a function of radius determined from
Abel inversion of lateral absorption scans. Electron-density profiles
are plotted for comparison. (a) 0.4 T, low P. (b) 0.4 T, high P.

beam. These profiles will be simulated and discussed further in
Sec. V.

Third, we present n = 2 densities calculated from the LIF
and absorption spectra in Fig. 4 as a function of (central)
electron density (see Fig. 7). As stated earlier, LIF could
only be observed for the lowest electron-density condition:
B = 0.015 T and P = 20 Pa. Where the background pressures
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FIG. 7. Average n = 2 densities from LIF and absorption as a
function of the central electron density. Where necessary, electron
densities are calculated by interpolation in Fig. 3(b).

are different for n = 2 density and Thomson scattering mea-
surements, interpolation is performed to obtain the electron
density, as shown in Fig. 3(b).

The densities from absorption spectra are averages over
the diameter of the beam, whereas the densities from LIF
spectra are averages over the central 3 mm of the beam (the
laser spot diameter). In the calculation of the n = 2 density
from LIF, a detection volume Vdet = 3.4 cm3 was chosen to
obtain agreement with the absolute density determined from
absorption. For the calculation of averages for absorption, the
width of the n = 2 density profile is assumed to be equal to
the width of the electron-density profile [see Fig. 3(d)]. For
the high-pressure case (0.4 T, 43 Pa) we make an exception.
Here the n = 2 profile is expected to be significantly wider
than the electron-density profile, as evident from Fig. 6.
We assume a width of 2 cm. For the low magnetic-field
case (0.015 T, 20 Pa), the beam width probably increases
with current, as the reabsorption of Lyman-α owing to
increased ground-state density (see Sec. VI B 1) increases. The
maximum n = 2 density (at 0.015 T, 250 A) is therefore likely
to be up to a factor of 2 lower than plotted.

B. Spectral analysis

Absorption spectra measured at high magnetic-field
strength (0.4 T) are found to be asymmetric (similar to
the asymmetry found in Hβ emission spectra in Ref. [24]).
This asymmetry is attributed to the existence of two pop-
ulations of the excited neutrals being probed. In Ref. [24],
the hotter population was attributed to charge exchange of
excited neutrals with plasma ions and the colder population
to collisions of excited neutrals with colder background
neutrals.

Given the importance of reabsorption of Lyman-α observed
in Fig. 6, we now propose an additional mechanism for
the existence of two n = 2 density distributions. The hot,
rotating distribution is created by MAR, the last step of
which, dissociative recombination, involves hot H2

+ ions and
electrons. The H2

+ ions are coupled to the H+ ions because
they undergo typically six collisions with these ions before
dissociative recombination. The cold, nonrotating population
is created by reabsorption. Lymann-α photons are reabsorbed
by cold, nonrotating ground-state atoms. These atoms do not
live long enough to undergo charge exchange before they
radiate again.

Assuming that this is the correct explanation for the double
n = 2 density distribution, we can measure the proportion
of n = 2 excited neutrals in the beam that are created by
dissociative recombination and reabsorption respectively. We
simply fit the spectra with a double Voigt function and compare
the areas under the Voigt functions corresponding to the “hot”
and the “cold” neutral populations. This ratio is ∼2/1 for
P = 6.5 Pa and 0.4 T and ∼2/3 at the same conditions but a
higher pressure of 50 Pa.

Ion temperature and velocity determinations are not
affected by this additional explanation of the double
distribution. These parameters are determined for the
asymmetric spectra measured at high magnetic field (0.4 T),
and plotted as a function of lateral position in Figs. 8 and 9,
for high and low pressure, respectively. The symmetric
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FIG. 8. (a) Rotation velocities and (b) temperatures deduced from
double Voigt fits of spectra measured in a lateral absorption scan of
the plasma beam at 50 Pa and 0.4 T.

spectra outside of the plasma beam are fit with a
Gaussian function (accounting for fine splitting as explained
in Sec. III C 3).The maximum rotation velocity is 5–7 km/s
in both cases. At lower pressure, the errors become larger.
This is owing to the lower density of n = 2 and could
be solved by improving the sensitivity of the diagnostic
(see Sec. VII). The “hot” and “cold” neutral temperatures
are plotted and compared to the electron temperature.
The results for the temperatures of the n = 2 distributions
are reasonably systematic. One notable exception is
the central point at high pressure. Here, the Stark width
seems to have been overestimated and the Doppler width
underestimated in the fitting procedure. The temperature
of the “hot” component is in reasonable agreement with
the electron temperature. We should, however, remember
that the spectra are line-of-sight measurements. Determined
temperatures are averages over a chord of the plasma
beam and are thus expected to be underestimates of the
local, central ion temperature. As in Ref. [24], ion viscous
heating is suggested as a cause for a hotter ion than
electron temperature.

At low magnetic-field strength (0.015 T), the spectra are
symmetric and are fit with a single Voigt function; ion
properties cannot be determined. Here, the temperature of
the n = 2 population is typically 0.3 eV, while the electron
temperature is ∼2 eV. The average of the whole n = 2
population is poorly coupled to the ions.
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FIG. 9. (a) Rotation velocities and (b) temperatures deduced from
double Voigt fits of spectra measured in a lateral absorption scan of
the plasma beam at 50 Pa and 0.4 T.

V. MONTE CARLO SIMULATION OF THE
RADIATION TRANSPORT

By simulating the n = 2 production by reabsorption of
Lyman-α photons and comparing this to the measurement
profiles (Fig. 6), we are able to estimate the density of
ground-state neutrals just outside the plasma beam. These
n = 2 atoms could not be produced in any other way. MAR
only takes place in the presence of electrons (in the plasma
beam) and n = 2 neutrals can only travel 0.1 mm or less within
their lifetime.

A. Method

Radiation transport in the plasma beam of Pilot-PSI was
simulated in a Monte Carlo code by following a Lyman-α
photon emitted in the plasma beam as it is continually emitted
and reabsorbed until it hits the vessel wall at a radius of
20 cm. The simulation assumes a “hot” population of n = 2
excited atoms produced by MAR and a “cold” population
produced by reabsorption of Lyman-α photons, as described
in Sec. III C 3. At the start of the simulation, the photon is
given a random frequency, with probabilities corresponding to
a Doppler profile consistent with the measured temperature of
the (“hot” population of) n = 2 excited particles. After each
subsequent reabsorption, a new random frequency is chosen
for the photon from the expected Doppler spectral profile of
colder ground-state atoms. The number of reabsorptions is
recorded in each volume V = 2πrdrdz. This calculation is
repeated 10 000 times and the result is averaged.
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The rate of reabsorption in a certain volume V is equal
to the amount of reabsorptions, Na , in that volume owing to
one photon, multiplied by the number of “primary” photons
produced per second in the plasma in slice dz. The rate of
production of “primary” photons is the number of “primary”
(“hot”) n = 2 atoms in the plasma beam in dz multiplied by
the Einstein coefficient, A21. We estimate the number of “hot”
n = 2 excited neutrals as the density, nhot

2 , multiplied by the
approximate volume in which they are created, V .

The plasma is at steady state, so we can set the rate of
reabsorption of Lyman-α equal to the rate of destruction of
“secondary” n = 2 neutrals:

Na(r)nhot
2 V αA21 = n2(r)(A21 + neK2). (19)

So,

n2(r) = A21

A21 + neK2
Na(r)nhot

2 V α (20)

The radiation transport calculation was carried out for
ground-state atoms nH with a range of densities and tempera-
tures. It was found that the n = 2 density profile resulting from
reabsorption was much less sensitive to the temperature of nH

than to its density. For the results presented in this paper,
the temperature of ground-state atoms was assumed to be
1000 K.

Our aim was to simulate as closely as possible the shape
of the lateral absorption profiles shown in Fig. 6 measured
at 6.5 and 50 Pa in order to make an estimation of the
density of nH inside and outside of the beam. The tactic
used was to assume a flat radial profile of nH and to try
different values of nH such that the measured n = 2 density
was matched as closely as possible. The measured number
of ‘hot n = 2 excited atoms in the plasma was estimated by
approximating the average n = 2 density to be 2/3 of the
peak value and taking the volume to be the region in which the
electron density is between 1.5 and 3.5 × 1020 m−3 (above this
electron-density range the peak becomes hollow and below this
range the production is negligible). This resulting number was
multiplied by the fraction of neutrals that are ‘hot as deduced
from the double Voigt fits (see Sec. IV B). This ratio was 2/3
for the 6.5 Pa measurement and 2/5 for the 50 Pa measurement.
The values used in the simulation are nhot

2 = 4.8 × 1016 m−3,
V = 5.89 × 10−5 m−3, Thot = 2.0 eV, Tcold = 1000 K for P =
6.5 Pa and nhot

2 = 1.044 × 1016 m−3, V = 1.34 × 10−4 m3,
Thot = 2.5 eV, Tcold = 1000 K for P = 50 Pa.

B. Results

We simulated the n = 2 lateral density scan measurements
(Fig. 6) made at 6.5 and 50 Pa. The results are shown in
Fig. 10. The measured value of the density of n = 2 neutrals
is plotted at five positions across the radius. This is the
total n = 2 density, including both the hot and the cold
population. The expected density of the cold population inside
the beam (based on measurements of the ratio between the
hot and cold population) is indicated by a star. Outside the
beam, all measured n = 2 atoms are expected to be cold.
The calculated radial n = 2 density distribution is plotted
at different assumed values of the ground-state density, nH.
As explained above, the radial profile of nH is assumed
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FIG. 10. Simulation of n = 2 production owing to radiation trans-
port with different values of ground-state density, nH. Measurement
data points are added for comparison.

to be flat. It is evident that the measurements show a
faster drop in density than the simulation. This probably
indicates a radial gradient in nH, but could also be partly
owing to the inaccuracy of the Abel inverted profile. A
radial gradient is, however, to be expected in nH, because
hydrogen atoms, even in the ground state, are confined by
charge exchange reactions with ions when the ion density is
higher than ∼1020 m−3. Outside the beam, the ground-state
neutral density is expected to decrease radially owing to
diffusion.

The best overall match between measured and simu-
lated “cold” n = 2 atoms is found at approximately nH =
5 × 1018 m−3 for 6.5 Pa and nH = 5 × 1019 m−3 for 50 Pa.

These solutions give an underestimation of the n = 2
density in the center of the beam and an overestimation at
the edge. We conclude that the value of the neutral density
in the center is higher than determined here. This would lead
to more buildup of the n = 2 density in the center of the
beam, and give a steeper radial n = 2 density profile than
simulated (more reabsorptions and thus more photon loss).
This would give a better match of the n = 2 density at the
edge for the estimations of the ground-state density made
above. A gradient would be required in the assumed nH density
in the simulation to achieve more accurate results. This was
not performed here owing to insufficient accuracy of the Abel
inversions.
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VI. INTERPRETATION OF THE RESULTS

A. Estimation of the escape factor from spectral analysis

The escape factor of Lyman-α is important to know for
collisional-radiative modeling of the plasma of Pilot-PSI.
If this line is optically thick, then both the excitation and
ionization balance will lean toward higher excitation and/or
ionization than in the optically thin case.

An estimate can be made of the Lyman-α escape factor �21

by assuming as hypothesized in Sec. III C 3 that there is both
a ‘hot and a ‘cold distribution of n = 2 atoms in the plasma
populated respectively by MAR and reabsorption of Lyman-α
photons. We illustrate as follows.

Considering a case in which Lyman-α is optically thin
and all n = 2 neutrals are produced by MAR and are ‘hot,
the population balance for the n = 2 density, nthin

2 , can be
written as

nthin
2 = nhot

2 = 0.3nenH2(v�4)kcx

A21 + neK2
. (21)

By then considering a plasma in which Lyman-α is optically
thick, we obtain

ntotal
2 = 0.3nenH2(v�4)kcx

A21�21 + neK2
(22)

= nhot
2 · A21 + neK2

A21�21 + neK2
(23)

= nhot
2

α
, (24)

where

α = nhot
2

ntotal
2

(25)

= A21�21 + neK2

A21 + neK2
. (26)

If we know α, the ratio of n = 2 neutrals that are hot, we can
then calculate the escape factor �21 from

�21 = α(neK2 + A21) − neK2

A21
. (27)

Using an average lateral value for the electron density
of 2 × 1020 m−3 at 6.5 Pa and 4 × 1020 m−3 at 50 Pa, and
taking the hot-to-cold ratios as 2/3 and 2/5, respectively, we
calculate that �21 = 0.57 at 6.5 Pa and �21 = 0.145 at 50 Pa.
Using the escape factor simulation in Ref. [17], this gives
neutral densities of 2.22 × 1019 m−3 and 1.11 × 1020 m−3,
respectively. Taking the electron density in the center of the
beam, this corresponds to ionization degrees of 95% and 88%,
respectively.

In both cases the Lyman-α radiation field will have a
significant effect on the excitation balance in the plasma, more
so at high pressure than at low pressure.

B. Examination of the n = 2 density behavior for
determination of neutral densities

In Sec. II, we ascertained that electrons, rovibrationally
excited molecules, and ground-state neutrals all play an
important role in the excitation balance of n = 2 excited
neutrals. In order to deduce density information about the

neutral populations mentioned above, inside and outside of
the plasma beam and at different electron densities, we now
analyze the n = 2 measurements made as a function of electron
density (Fig. 7) and as a function of lateral distance (Fig. 6).
A summary of the different neutral population densities
determined is given in Sec. VI C.

1. Density of ground-state atoms and rovibrationally excited
molecules in the transition to the high electron-density regime

In this section we attempt to understand how nH and nH2(v�4)

change in Pilot-PSI in the transition to the high electron
densities. We look at the n = 2 density measurements as a
function of electron density at low magnetic-field strength
(0.015 T) in Fig. 7. The rise in n = 2 density is much steeper
than the linear increase predicted by Eq. (12). An explanation
could be that either the H2(v � 4) density or �21 or (most
probably) both exhibits an ne dependence. We consider other
possible contribution to the rise to be unimportant. The electron
temperature remains approximately constant, ruling out a
change in the production rate of n = 2 excited atoms. A change
in the width of the beam owing to reabsorption would at very
most explain a factor of 2 in the n = 2 density rise.

To explain the data, the factor nH2(v�4)/�21 must rise by a
factor of 30 from the lowest to the highest current value. We
can estimate the contribution of nH2(v�4) to this rise by noting
the restriction on �21. We estimated its value to be 0.145 at
conditions conducive to high optical thickness (high magnetic
field and high background pressure), so 0.145 < �21 < 1. This
gives H2(v � 4) < 2 × 1019 m−3 at the lowest source current
and nH2(v�4) > 8 × 1019 m−3 at the highest source current.
The minimum rise in the percentage of molecules that have
an internal energy of 2 eV is from 4.3% to 19.4%. This is
a large rise, especially if we compare it to 0.14% from other
measurements [26] in a similar machine at 0 T and low electron
density (<1020 m−3). A rise in �21 from 0.145 to 1 corresponds
to a rise in the ground-state atomic density from nH < 2.2 ×
1018 m−3 to nH = 1.1 × 1020 m−3, which is much faster than
the rise in electron density.

A faster rise in the ground-state atomic density than in
the electron density is plausible, because nH is not simply a
direct function of the electron density. Ground-state atoms are
not only produced locally, but can travel several centimeters
along the axis before they exit the beam. Furthermore, the
flux of neutrals exiting the beam is expected to increase with
source current, because as the electron density inside the
source increases with current [16], the atoms will be more and
more confined by charge-exchange reactions. The density of
rovibrationally excited molecules can be expected to increase
with atomic density as its rate of production at the wall [26]
will increase.

2. Examination of lateral absorption profiles—determination of
the ionization degree and the H2(v � 4) density

It is interesting to note that in Fig. 6 the lateral n = 2
density profiles both become hollow at an electron density of
4–5 × 1020 m−3. This agrees well with the values of electron
density at which saturation is observed in the n = 2 density
in Fig. 7, and can be explained by the radial profile of
rovibrationally excited molecules that becomes hollow at high
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electron density. The mean free path of these molecules is equal
to the radius of the beam (∼6 mm) for ne = 4 × 1020 m−3

(molecular temperature: ∼0.3 eV, MAR rate coefficient:
3 × 10−15 m3 s−1 [12]) and grows shorter as the electron
density increases. Taking into account elastic collisions, the
mean free path of these molecules will be even shorter.

The hollow n = 2 excited neutral profiles yield the useful
information that there is very little n = 2 production in the
center of the beam. Knowing the electron excitation rate
of ground-state atoms to the n = 2 level, we can therefore
estimate an upper limit on the density of ground-state hydrogen
in the center of the beam. The Abel inversion of the lateral
n = 2 density measurement tells us that there is zero n = 2
density in the center of the beam. Allowing for the uncertainty
in the Abel inversion (with a wide margin), we can assume
that the n = 2 density in the center has a maximum possible
value of half of the peak value. To calculate a maximum
ground-state density nH, we assume that there are no other
production mechanisms apart from electron excitation from
the ground state that contribute to the n = 2 density in the
center of the beam. We also assume maximum efficiency of
the loss mechanisms and therefore that the escape factor �21

is equal to 1. This gives us the balance

nH = n2(neK2 + A21�21)

neK12
. (28)

For the 6.5 Pa measurement, we assume a maximum n = 2
density in the center of the beam of 1.2 × 1016 m−3. This
gives us a maximum possible ground-state neutral density in
the very center of the beam of nH = 7 × 1019 m−3. Given the
central electron density of 4 × 1020 m−3, we obtain a minimum
ionization degree in the center of the beam of 85%. For the
50 Pa measurement we assume a maximum n = 2 density
of 9 × 1016 m−3 and obtain a maximum nH density of 3.7 ×
1020 m−3 and a minimum ionization degree of 68%.

Another important feature of the lateral n = 2 density
measurements is the absolute value of the peak n = 2 density.
We can use it to estimate the density of H2(v � 4) in the vessel
by setting up a balance between creation and destruction of
n = 2 neutrals:

n2(neK2 + �21A21) = 0.3nenH2(v�4)kcx, (29)

nH2(v�4) = n2(neK2 + �21A21)

0.3nekcx
. (30)

For P = 6.5 Pa, this gives nH2(v�4) = 3.9 × 1019 m−3, and
for P = 50 Pa, this gives nH2(v�4) = 1.34 × 1020 m−3. That
is ∼30% and 13.3%, respectively, of the total hydrogen
molecular density.

In this simple consideration, we have neglected the possi-
bility that production may also take place via three-particle
recombination or direct excitation. However, these processes
would be expected to be more important in the center of the
beam, where the electron density is higher, and total production
is very small here. Other possibilities for production are mutual
neutralization of H− atoms and dissociative recombination of
H3

+ ions. The populations of these ions are expected to be
negligible.

The third important feature of the lateral n = 2 density
profiles is the part of the profile outside of the plasma beam.

We used this halo in Sec. V to estimate ground-state densities
outside the plasma beam.

C. Summary of determined neutral densities

Using electron-density and radial-dependent measurements
of the n = 2 excited population in Pilot-PSI, we have been
able to obtain a rich set of information about neutrals in
the plasma. In Sec. VI B 2 we found with a great deal of
certainty that at high electron densities (obtained at 0.4 T,
6.5 Pa), the ground-state density in the center of the beam is
nH < 7 × 1019 m−3, giving an ionization degree of >85%. At
approximately ten times higher background pressure (50 Pa),
the ground-state density is nH < 3.7 × 1020 m−3 and the
ionization degree >68%. If we assume that the hypothesis
put forward for the existence of a hot and a cold population
in Sec. IV B is correct, we can estimate these values more
accurately. The escape factors calculated in Sec. VI A were
used to calculate neutral densities in the beam. The results
were nH = 2.22 × 1019 m−3 at 6.5 Pa and 1.11 × 1020 m−3

at 50 Pa, corresponding to ionization degrees of 95% and
88%, respectively. These are important results as they suggest
that in plasma surface interaction experiments most particles
impinging on the target are ions and not neutrals.

Estimations for the neutral density outside of the beam
give the dissociation degree in the vessel, which is important
for modeling of the plasma and background gas system [27].
In Sec. V, the dissociation degree was estimated using a
Monte Carlo model for the Lyman-α photons compared to
n = 2 density profiles. The approximate ground-state neutral
densities were found to be 5 × 1018 m−3 (6.5 Pa) and
5 × 1019 m−3 (50 Pa), yielding a dissociation degree of 4%
and 5%, respectively.

The H2(v � 4) density was estimated in Sec. VI B 2 from
the peak values of the n = 2 population density. The densities
found were 3.9 × 1019 m−3 (6.5 Pa) and 1.34 × 1020 m−3

(50 Pa). This corresponds to 30% and 13.3% of the total
H2 density in the vessel, respectively (compared to 0.14%
in Ref. [26]). In Sec. VI B 1, we saw that these percentages
rise dramatically in the transition from a low electron-density,
low magnetic-field regime to the high electron-density regime.
At 20 Pa and 0.015 T, the minimum rise in this percentage is
from <4.3% at low current to at least 19.4% at high current.

VII. DISCUSSION OF THE DIAGNOSTIC METHOD FOR
DETERMINATION OF ION PARAMETERS

The rotation velocity and temperature of ions have been
measured in Sec. IV B via the n = 2 excited neutrals. LIF is in
principle an ideal method of measuring these parameters be-
cause of its high spatial resolution. It has, however, proven to be
problematic in the high electron-density plasma of Pilot-PSI.
The main problems are electron deexcitation that competes
with the fluorescence signal, the background emission that
grows by at least a factor of 10 when the magnetic-field
strength is increased from 0.015 to 0.4 T, and the hollow n = 2
density profile at high electron densities that ensures that zero
signal is measured in the center of the beam.

Absorption has proven to be a good replacement diagnostic,
even though Abel inversion is required to obtain radial density
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profiles and information obtained from spectra are averages
over the line of sight of the laser. Absorption ratios of down to
7 × 10−4 have been measured and the wavelength resolution
is good (spectral linewidth <300 kHz). Ion velocity and
temperature information could be obtained from asymmetric
spectra at high electron density and high magnetic field (0.4 T),
but could not be obtained from the symmetric spectra measured
at low field (0.015 T) because of ambiguity in the coupling
of these neutrals with ions. Figures 8 and 9 show the ion
parameters obtained. Rotation velocities of ∼5–7 km/s are in
agreement with typical rotation velocities at a magnetic-field
strength of 0.4 T using optical emission spectroscopy on the
Hβ line [24]. Ion temperatures are found to be approximately
equal to the electron temperatures, but because they are
line-of-sight measurements, they are expected to be lower
limits on the real ion temperature. Heating of the ions above the
electron temperature is attributed to ion viscous heating [24].

The signal-to-noise ratio of the absorption diagnostic could
be further improved by more averaging, by the use of a
lock-in amplifier, and by the use of a real-time I0 laser power
measurement. This last idea would involve splitting the laser
beam and guiding both beams through the vessel, with only one
of the beams penetrating the plasma. A further improvement to
the diagnostic could be achieved by ensuring a nonhollow n =
2 density profile, such that the center of the plasma beam can be
seen. The upgrade to Pilot-PSI, Magnum-PSI [4], is foreseen
to have a broader plasma diameter (∼10 cm) and a lower
background pressure (<1 Pa near the target). The expectation
is MAR will become less important for the production of
emission, first because the density of H2(v � 4) will be lower,
and second because these molecules will only be able to
penetrate the edge of the beam. A larger fraction of the excited
neutrals can then be expected to originate from direct electron
excitation and three-particle recombination in the center.

VIII. CONCLUSION

This paper explains a methodology using n = 2 excited
atoms, for determining ion parameters and neutral densities
in a linear, hydrogen, magnetized plasma with ITER divertor
relevant electron parameters. Measurements were made in this
regime in the beam of Pilot-PSI using LIF and absorption.
Absorption was found to have a much better sensitivity
than LIF, mainly owing to competition with background
emission. At 4 cm from the source (half a meter from the
target) the following parameters were measured: ion rotation
velocities up to 7 km/s and ion temperatures of 2–3eV ∼ Te.
Comparison of measurements with modeling yielded also the
following information: a central ionization degree of >85%,
a dissociation degree in the vessel of ∼4%, and an escape
factor for the Lyman-α line of ∼0.6. Here, 30% of molecules
were found to have a rovibrational excitation of more than
2 eV, a significant increase with respect to low-density,
less-magnetized plasmas. The effect of a tenfold increase in
pressure did not significantly affect the dissociation degree
in the vessel. However, it did reduce the proportion of v > 4
excited molecules (by ∼17%) and the escape factor of the
Lyman-α line (to ∼0.15). In a doubling of the electron density
in the transition to high electron densities, the proportion of
rovibrationally excited molecules (excitation more than 2 eV)
was found to increase by more than a factor of 4, probably
because of a large increase in the production and confinement
of ground-state neutrals.
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