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Frequency clusters and defect structures in nonlinear dust-density waves
under microgravity conditions
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Density waves in a dusty plasma emerge spontaneously at low gas pressures and high dust densities. These
acousticlike wave modes were studied in a radio-frequency discharge under microgravity conditions. The complex
three-dimensional wave pattern shows a spatially varying wavelength that leads to bifurcations, i.e., topological
defects, where wave fronts split or merge. The calculation of instantaneous wave attributes from the spatiotemporal
evolution of the dust density allows a precise analysis of those structures. Investigations of the spatial frequency
distribution inside the wave field revealed that the wave frequency decreases from the bulk to the edge of the cloud
in terms of frequency jumps. Between those jumps, regions of almost constant frequency appear. The formation
of frequency clusters is strongly correlated with defects that occur exclusively at the cluster boundaries. It is
shown that the nonlinearity of the waves has a significant influence on the topology of the wave pattern.
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I. INTRODUCTION

A dusty (complex) plasma contains—besides ions, elec-
trons, and neutrals—micrometer sized particles. This fourth,
heavy component shows various structures and dynamic
phenomena that take place on comparably long time scales,
since the characteristic dust-plasma frequency is of the order
of only a few ten Hz. This makes the oscillatory motion of
the particles easily accessible via standard video cameras in
experiments. Since the first observation of a spontaneously
emerging dust-acoustic-like wave mode in dusty plasmas [1],
dust-density waves (DDWs) are of fundamental interest in
this field of research. Experiments on DDWs were performed
in direct current (dc) [2–7], as well as in radio-frequency
(rf) discharges [8–11]. In laboratory experiments, the dust
particles sediment into the plasma sheath because of gravity.
Experiments with spatially extended dust clouds were carried
out under microgravity conditions during parabolic flights
[10,11] and aboard the International Space Station (ISS)
[12,13]. As self-excited dust-density waves are attributed to
a Buneman-type instability, where the input of free energy
to the system is generated by streaming ions [14], its onset
critically depends on three plasma parameters, namely the gas
pressure, the discharge electric field, and the dust density [11].

In the last few years, experimental investigations with
emphasis on nonlinear wave phenomena became of high
interest [15]. Reports included the observation of nonlinear,
periodic waves in the laboratory [16] and under microgravity
[17]. In addition, the interaction of dust-acoustic shock waves
was investigated in a glow discharge [18]. On the microscopic
level, wave breaking inside DDWs was observed [9]. A recent
investigation showed a strong modulation of the plasma glow
by the DDWs in microgravity experiments, suggesting a
nonlinear interaction between plasma and wave [19].

On the theoretical side, dust-acoustic waves were originally
predicted in 1990 by Rao et al. [20]. A fluid model was
used to explain a dust-acoustic instability, resulting in a
linear dispersion relation and a Korteweg–de Vries equation
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for the nonlinear case. Through the years, several further
approaches were introduced. They include fluid as well as
kinetic models and take into account dust-ion collisions
[14,21], dust-density inhomogeneities [22], and grain charge
variations [23–25]. Those improvements allow reasonable
predictions of wavelengths, frequencies, and growth rates. In
addition, a two-dimensional treatment of streaming ions gives
local growth rates with respect to the ion velocity and can
therefore explain the existence of an oblique mode arising
under microgravity conditions [10,11,14].

In order to measure the dispersion properties of DDWs,
the temporal modulation of plasma parameters is a widely
used approach. For example, Thompson et al. [2] applied
an additional low-frequency electric field to the discharge,
resulting in a synchronization of driving force and oscillating
dust density. This method allowed the verification of most of
the wave properties that were predicted from linear theories.
The entrainment process itself was lately studied in detail [26].

Recently, we discovered under microgravity conditions
[27] that regions of different but almost constant frequency
occur in the dust-density wave fields, so-called frequency
clusters. This feature is accompanied by the appearance of
topological defects. In this paper, we refine the previous
analysis and describe the observed features in more detail.
Moreover, we address the role of defects on the formation
of frequency clusters. A comparison of the findings with
numerical simulations suggests a model for our system, which
explicitly accounts for the nonlinear wave character.

II. EXPERIMENAL SETUP

The measurements were performed under microgravity
conditions on parabolic flights provided by DLR (German
Aerospace Center). The waves were generated in the IMPF-K2
chamber, which is an improved descendant of the chamber
prototype for the International Plasma Microgravity Facility
(IMPF). It is similar to the facility described in detail in
Ref. [28], except for a simplified electrode configuration.

A side view of the experimental setup is shown in
Fig. 1(a). An argon plasma is produced by a symmetric parallel
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FIG. 1. Sketch of the IMPF-K2 chamber. (a) Side view of the
chamber. The field of view is marked with a rectangle. (b) The top
view shows the basic video microscopy setup with illumination laser
and high speed camera.

plate radio-frequency discharge operated at 13.56 MHz. Two
transparent electrodes made of indium tin oxide (ITO) with
a diameter of 80 mm form a discharge gap of 30 mm and
are fed in push-pull mode via a symmetric matching network
by an rf generator with typical peak-to-peak voltages of
Urf = (40–70) Vpp.

Dust particles are injected into the plasma by eight inde-
pendently operating dispensers. For the present investigations,
this configuration ensures a high total amount of dust. The
monodisperse and spherical melamin-formaldehyde particles
have a diameter of d = (6.84 ± 0.07) μm.

In this setup, self-excited DDWs can be observed only
when the energy gain of the ions is sufficiently higher than
dissipation arising from neutral drag. Consequently, in our
experiment the gas pressure p = (15–30) Pa is chosen below
a critical value of pcrit ≈ 35 Pa to ensure the appearance of
wave motion. To exclude the possibility that the observed
instability is triggered by external mechanical forces, which
may arise from residual gravity during the parabolic maneuver,
an additional accelerometer was installed close to the plasma
chamber that logs the acceleration in all three spatial directions
at a sample rate of 1 kHz.

For the observation of the dust dynamics, a standard video
microscope was used. The configuration, as seen in Fig. 1(b),
comprises a low-power laser diode (λ = 660 nm, 50 mW) that
illuminates the dust particles with a thin vertical sheet and a
high speed camera. By choosing a frame rate of approximately
100 fps we can exclude any aliasing effects in the recorded
wave motion as the frequency of the DDWs is typically only

of the order of a few Hz. The observed field of view (FOV)
has a spatial resolution of (510 × 880) pixels, corresponding
to an area of (25 × 43) mm2 inside the laser sheet.

III. FUNDAMENTAL WAVE PROPERTIES

A characteristic snapshot of the dust cloud is shown in
Fig. 2(a). It was recorded at Urf = 65 Vpp and p = 30 Pa.
Typically, the dust fills a large volume of the discharge except
for the central dust-free void region [29]. For the given
set of parameters, the dust density is obviously periodically
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FIG. 2. (Color online) (a) Typical snapshot of the wave field in
the rf discharge. Topological defects are merging points of two wave
fronts (square). They develop in the bulk region of the dust cloud.
(b) Space-time diagram for the dashed line in (a). The added black
line demonstrates that waves with different phase velocity exist.
Wave fronts merge at distinct bifurcation points in a region between
the dashed lines. (c) A closeup shows the vicinity of several defects.
The red (horizontal) and blue (vertical) bars of equal length match the
wave field in the lower part but deviate in the upper part. (d) Spatial
frequency distribution along the dashed line, determined from the
maxima and minima of the space-time diagram.
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modulated by self-excited DDWs. The waves are not generated
by a periodically expanding and collapsing void boundary,
associated with the heartbeat instability [30]. This can be
concluded since the waves initially emerge at the outer parts of
the dust clouds near the discharge edges when the gas pressure
is lowered successively and falls below the critical pressure.
For a further decrease, the wave field then expands over the
entire cloud. Moreover, by checking the recorded acceleration,
we can exclude any correlation between residual acceleration
inside the aircraft and the dust-density fluctuations. The waves
propagate radially outward from the boundary of the void.
Although the waves gain energy from streaming ions, it is
known from earlier experiments [10,11] that the waves do not
necessarily propagate parallel to the local ion flow and the
electric field, respectively.

Because the electric field is perpendicular to the plasma
edge, one would expect that the waves strike the discharge
edges at right angles. This is only true in the vicinity of
the void, but may be different in the outer regions [10,11].
The snapshot further reveals the nonlinear character of the
DDWs: The waves consist of very narrow crests and wide
troughs, which contain a significantly reduced number of dust
particles. Furthermore, it becomes obvious that the wavelength
varies over the entire dust cloud with typical values of λDDW ≈
1.5 mm close to the void and λDDW ≈ 3 mm in the outer
regions of the cloud. We also observed that wave fronts are not
strictly parallel, but they may split or merge spontaneously.
Such spots are known as topological defects.

A first impression of the temporal behavior of the waves
can be obtained from a space-time diagram as displayed
in Fig. 2(b). It transforms the intensity evolution along a
chosen horizontal section [dashed line in Fig. 2(a)] into a
two-dimensional map, where the abscissa represents time and
the ordinate represents the horizontal position. This method
was already established in the context of DDW analysis
[16,17,26] and allows us to determine several wave properties,
e.g., phase velocity, wavelength, and wave period, as it is
possible to track single wave fronts over time.

The local phase velocity of the DDW is represented by the
slope of a wave front. In the diagram of Fig. 2(b) the black
line of constant slope indicates that the velocity is decreasing
toward the dust cloud edge, since the wave slope bends away
from the line in the upper part of the diagram. Velocities of
15 mms−1 in the dust volume and 8 mms−1 near the boundary
were obtained.

A change in frequency and wavelength can be seen by the
red (horizontal) and blue (vertical) bars of identical length in
Fig. 2(c), which match the wave field in the lower region but
reveal a mismatch in the upper region. One generally finds
higher frequencies near the void. This is an important finding,
since it cannot be understood within the context of linear wave
theory that would require a fixed frequency and would only
allow a spatial variation of the wavelength.

The closeup view in Fig. 2(c) presents a case where pairs
of wave fronts merge, resulting in one single wave front. This
demonstrates that a topological defect is not only a spatial
phenomenon but must be treated also in the time domain.
Figure 2(b) clearly shows that such events are not equally
distributed along the chosen axis. Rather, the defects occur
inside a band that is marked by dashed lines.
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FIG. 3. Dust-density distribution for the wave field of Fig. 2(a).
The density is given in arbitrary units, normalized to the maximum
of the distribution. A strong gradient from the void boundary toward
the discharge edges is established. Ripples in the density contours are
caused by inhomogeneous illumination.

Since the distance between two wave fronts determines
the wave period and frequency, respectively, it is possible
to estimate a spatial frequency distribution along the axis
by averaging over the distance between neighboring maxima
and minima, respectively. The resulting distribution for a time
series of 200 frames at constant plasma parameters is displayed
in Fig. 2(d). It reveals a constant frequency over a broad region
(11–30 mm) and the expected decrease toward the discharge
edge. In the region of low wave activity (30–35 mm), the
frequency estimation yields spurious values.

A qualitative picture of the dust-density distribution inside
the dust cloud can be obtained by averaging the recorded
intensity over an appropriate time interval. The result for the
measurement of Fig. 2(a) is displayed in Fig. 3. It is found that
the density is not constant over the entire cloud but decreases
gradually from the void to the discharge edges.

IV. FREQUENCY CLUSTERS

As mentioned earlier, the spatial frequency variation of the
DDW is not a trivial finding. It is rather associated to the
complicated topology of the nonlinear wave field. Hence it is
important to determine the spatial frequency distribution for
the entire wave field.

A. Data processing

This is done by evaluating the time series of the dust-density
evolution everywhere in the wave field. It is common to use
the recorded intensity of the video frames as a direct measure
of the density. All effects that may result from the granularity
of particles are suppressed by blurring single frames with a
Gaussian low-pass filter. This yields the individual time series
nd (x,z,t) for the dust density at an arbitrary pixel position,
denoted by spatial coordinates (x,z). The time series have a
length of 512 time steps and are made zero mean by subtracting
a moving average. After such data preprocessing, the typical
evolution of the dust density can be found in Fig. 4(a).
The envelope function, defined from the instantaneous wave
amplitude (see below), decreases between two maxima, which
hints at interference phenomena. When investigating the
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FIG. 4. (a) Measured zero-mean time series of the dust-density
fluctuations for one distinct position in the dust cloud. The instan-
taneous amplitude is marked with a dashed line. Its sudden drop to
zero indicates the occurrence of a topological defect. (b) Unwrapped
phase information for the same position in the wave field shows an
abrupt jump by π at the defect. (c) Instantaneous frequency for the
same position, determined by the slope of the phase evolution. The
dotted vertical line in the three graphs indicates the moment of defect
occurrence.

envelope over several wave periods, it becomes obvious that
the system is nonstationary.

The next step of the analysis is to determine the instan-
taneous frequency of the wave from a given time series. For
this purpose, we expand the measured real time series into the
complex plane via

A(x,z,t) = nd (x,z,t) + in̂d (x,z,t). (1)

The resulting time series A(t) is known as the “analytic
signal,” first introduced by Gabor [31], and represents a
standard technique in digital signal processing. It consists of
the original time series and an additional imaginary part, which
is calculated by the Hilbert transform H {nd (t)}, defined as

n̂d (t) = H {nd (t)} = 1

π

∫ ∞

−∞

nd (τ )

t − τ
dτ. (2)

Transferring Eq. (1) into Euler’s notation clearly shows the
advantage of this expression, since A(x,z,t) = E(x,z,t) ·
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FIG. 5. (Color online) Calculated instantaneous phase for the
same time step as in Fig. 2(a). Pixels with no wave activity were
neglected and set to zero. Although the raw image shows almost
no wave activity at the left edge of the void, phase fronts can be
reconstructed in this area, indicating a correlation between upper and
lower parts of the dust cloud.

exp[i · φ(x,z,t)] with the envelope function E(x,z,t) = (n2
d +

n̂2
d )1/2 gives rise to the definition of an instantaneous phase,

φ(x,z,t) = atan2 [n̂d (x,z,t), nd (x,z,t)] . (3)

The spatial phase distribution for the snapshot of Fig. 2(a)
is illustrated in Fig. 5. It clearly reproduces the shape of the
wave fronts. Moreover, it reveals wave motion in a region,
where no waves could be visually detected in the raw data.
The representation further demonstrates that the parts above
and below the void show correlation, although the wave fronts
between them are not connected.

The described methodological approach is widely used in
numerous different research areas, as, for example, in biologi-
cal, medical, and nonlinear physical systems [32], mainly due
to the fact that φ(x,z,t) can be utilized to generate two more
physical quantities that are of interest, namely the instanta-
neous frequency, defined as fi(t0) = (1/2π ) · ∂φ/∂t |t=t0 , and
the local wave vector, defined as �kl(�r0) = ∂φ/∂�r|�r=�r0 .

Usually the phase lies between 0 and 2π . In contrast,
Fig. 4(b) displays the temporal evolution of the unwrapped
phase where all eventual phase jumps 2π → 0 are unfolded.
It was determined at the same position as the time series of
Fig. 4(a). One can see that φ(t) is in general a monotonically
increasing function. Exceptions are at some distinct time steps.
They are clear hints for the appearance of a defect, as will
be seen in Sec. V. The slope of the phase evolution at a
selected time step t0, representing the instantaneous frequency,
can be seen in Fig. 4(c). It varies only slightly, except for
defect positions. We thus define the time-averaged frequency
fm = 〈fi(t)〉T . The averaging time T is chosen according
to the specific purpose of the data analysis. No averaging
yields instantaneous properties. Averaging over one wave
period (≈10–20 frames) improves the signal-to-noise ratio.
Averaging over several wave periods (>100 frames) is used to
evaluate global wave properties when the plasma conditions
are constant and the system parameters are not affected by
residual gravity.
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FIG. 6. (Color online) (a) Spatial frequency distribution for the
same field of view as in Fig. 2(a), calculated via Hilbert transform.
Different regions of nearly constant frequencies established in the
wave field. The topological defects that encircle single frequency
clusters are marked with black dots. (b) Standard deviation of the
frequency distribution in a (5 × 5) pixel vicinity of each spot. Pixels
with no wave activity were removed from both maps.

B. Frequency distributions

If the described procedure is carried out for all positions
of the recorded two-dimensional dust volume sections, a
spatial frequency distribution fm(x,z) can be constructed. The
map in Fig. 6(a) results from the evaluation of time series
of about 10–20 wave periods (200 frames). As immediately
seen, the frequency is not constant in the dust cloud. It rather
decreases from 8.6 Hz at the void edge to 5.2 Hz at the plasma
boundary by roughly 40%. The waves always propagate in
the direction of lower frequencies. In addition, the frequency
decays nonmonotonically. Moreover, we find regions of
almost constant frequency that are separated by significant
frequency jumps. These regions are called frequency clusters.
For the largest clusters, average frequencies of f1 = 5.2 Hz,
f2 = 7.8 Hz, and f3 = 8.6 Hz were determined. Inside those
regions the frequency stays nearly constant with maximum
deviations of about 4%. The mentioned features are even more
pronounced in a horizontal section through the frequency
distribution (Fig. 7) where the distributions obtained from
the space-time diagram (fine black line) are compared with
the Hilbert transform (bold red line) for the axis marked in
Fig. 2(a). Obviously, the latter method discloses a substructure
of several frequency steps at the discharge edge facing side of
the wave field (0–10 mm), whereas the the former only shows
a decrease of the frequency.

To support the idea of cluster formation, the standard
deviation of the frequency for all positions in the wave field was
calculated using (5 × 5) pixel blocks. The corresponding map
is displayed in Fig. 6(b) and reveals sharply defined boundaries
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FIG. 7. (Color online) Frequency distribution determined from
space-time diagram (fine black line) and from the temporal average
of the instantaneous frequency (bold red line). The chosen horizontal
axis is the same as in Fig. 2(a). The methods differ in the region
of varying frequency (0–10 mm). The instantaneous frequencies
disclose frequency steps in the intermediate region and a constant
frequency at the discharge edge (0–5 mm).

between the clusters. Inside the clusters only small frequency
variations are found.

C. Parameter variation

In order to investigate the behavior of frequency clusters
under the influence of different plasma parameters, we com-
piled frequency maps for two more data sets. The first one was
recorded at lower gas pressure and rf voltage compared to the
exposed situation (p = 15 Pa, Urf = 48 Vpp, d = 9.55 μm)
and is described in detail in Ref. [27]. The second data set was
recorded at the same voltage but different pressure (p = 15 Pa,
Urf = 70 Vpp, d = 6.8 μm), described in Ref. [33]. At first
glance the former wave field is comparable to the exposed
situation; the latter corresponds to a highly coherent wave
state. The determined frequency maps with marked defect
positions are shown in Fig. 8. Obviously, the first map has
similarities with the exposed situation. In contrast, the map in
Fig. 8(b) comprises just one large cluster. For each situation we
calculated the modulation depth, defined as the ratio of signal
maxima to signal minima, at those positions in the dust cloud
where a sufficiently high wave activity was detected. We found
an average ratio of 1.42 for the exposed situation of this paper,
1.52 for the measurement at low pressure and voltage, and
1.62 for the highly coherent state. In addition, the dust-density
distribution for both states were estimated as described above.
Since the profile of the first data set is qualitatively similar
to the above exposed situation, only the distribution for the
coherent state is shown in Fig. 9. Obviously, the estimated
frequency gradients are 2–3 times lower compared to the other
situations. Nevertheless, it is important to mention that the
averaged intensity is only a rough estimate of the dust density,
since inhomogeneous illumination may cause artifacts.

V. DEFECT STRUCTURES

Due to the fact that the wavelength of the DDWs varies
significantly, the wave pattern is very complex. This results
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FIG. 8. (Color online) Frequency distributions for wave fields
with modulation depths of (a) 1.52 and (b) 1.62. For the lower
modulation depth the corresponding map reveals comparably small
clusters and a high amount of topological defects. For the higher
modulation depth one large cluster has formed.

in the occurrence of bifurcation points at positions where two
wave fronts merge or split. Hence the conservation of wave
number is not satisfied in the present system. As already seen
in the space-time diagram, wave fronts are added to or removed
from the system at the bifurcation. These particular points
are called topological defects. To examine their relationship
with the polychrome wave field, the defects are analyzed by
utilizing the above compiled phase map (Fig. 5) that perfectly
resembles the raw data.
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FIG. 9. Dust-density distribution for the wave field of Fig. 8(b)
in arbitrary units, normalized to the maximum of the distribution. In
comparison to the distribution of Fig. 3 only small gradients were
found.

A. Defect analysis

In the unwrapped phase evolution, defects appear as abrupt
jumps. One example occurs in the time series of Fig. 4(b).
The detection of the spatial defect positions is based on the
property that a defect can be regarded as a singularity in the
phase map, i.e., the phase becomes undefined. To detect these
phase defects, we derive from the instantaneous phase maps
the so-called topological charge,

c(x,z,t) = 1

2π

∮
�

�∇φ(x,z,t) · d�l, (4)

which was established by Nye [34] to evaluate singularities
in ultrasonic waves. Since then it was applied in numerous
works; see, e.g., Refs. [35,36]. The integral in Eq. (4) sums
up infinitesimal phase differences �∇φ along a closed path �.
Consequently, only those paths can contribute to the charge,
which encircle a defect. This is illustrated in Fig. 10(a). It
shows a closeup of the spatial phase information as determined
by Eq. (3) at the vicinity of a defect. Two examples are given:
path �1 has its center on a wave front, whereas �2 completely
surrounds the defect. Only the charge of path �2 differs from
zero.

Applying the Stokes theorem, Eq. (4) allows us to define a
topological charge density as [37]

cd (x,z,t) = 1

2π
· [ �∇ × �∇φ(x,z,t)]. (5)

Using Eq. (5) is a more convenient way for determining the
topological charge, as it reduces the computation time. The
result is shown in Fig. 10(b). Since the vector field �∇φ was
initially blurred with a Gaussian filter, the curl calculation
yields a very smooth topological charge distribution. The
charge that is assigned to the complete defect (integral over all
pixels) takes values of +1 (white) or −1 (black), depending
on the sense of rotation of the phase. In principle, also defects
of higher orders, i.e., higher integers, are possible but do not
appear in the evaluated data sets.

In a consecutive step, the defect positions can be determined
with standard particle detection algorithms, like those intro-
duced in Refs. [38,39]. The detection works with high accuracy
because the topological charge of a defect has a Gaussian
shape. In order to examine the relationship between frequency
clusters and topological defects in the wave field, the positions
of all defects are plotted on top of the frequency distribution of
Fig. 6(a). This includes all defects that were found in the time
series used for the frequency determination. It becomes evident
that the defects appear almost exclusively at the boundaries
between the frequency domains that were determined using
the instantaneous frequency. The high amount of defects found
near the void and in the outer regions of the wave field is due
to irregular wave activity.

B. Defect dynamics

Since we have calculated the temporal evolution of the
phase, it is also possible to track defect positions for a desired
time interval, and thus an analysis of the dynamics of the
defects could be performed. For this purpose, a sequence of
successive frames of the topological charge is studied. The
time step between two frames is given by the frame rate of
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FIG. 10. (Color online) (a) The spatial phase information in the
vicinity of a defect for the white square in Fig. 2(a). It marks the
positions where two wave fronts merge into one. (b) Calculated
topological charge density of the same region using Eq. (5). The
charge of the defect results from the sum of all corresponding pixels
and equals approximately −1. (c) Evolution of a defect pair with
opposite charge in the wave field. In frame III a new pair of defects is
created. In frame VII the lower neighboring defects are annihilated;
in frame X the upper pair is annihilated. The color bar is the same as
in (b).

the camera as approximately 0.01 μs. Since the defects are
characterized by their charge, they can be treated as “particles.”
Therefore the underlying pattern need not to be considered. An
example for the motion of defect pairs with opposite charge is
shown in Fig. 10(c). One remarkable feature of their motion
is seen in frame III, where a second pair of defects between
the original defects is created, resulting in four defects of
alternating charge. Afterward, the two lower defects annihilate
each other in frame VII; the upper pair vanishes in the last
frame.

The observed events are in agreement with other ex-
periments [40,41], which showed that defects are suddenly

occurring and disappearing objects. In addition, the defects are
not fixed in the wave field and are consequently not moving
with the local phase velocity. Instead, the wave front at a
bifurcation that is located closer to the void is ruptured and
caught up by the subsequent front, triggering a new rapture.
In accordance to previous investigations [41,42], the defect
motion can be separated into a “glide” motion (along the local
wave velocity) and a “climb” motion (perpendicular to the
local wave velocity). In our measurements the glide motion is
dominant.

The defects represent events of vanishing amplitude as
shown in Fig. 4(a), i.e., they are a consequence of destructively
interfering waves and it is reasonable to assume that they
move at the group velocity rather than the phase velocity.
Unfortunately, the DDWs are characterized by their three-
dimensional topology, so that defects may move out of the
plane of observation. Consequently, a reliable estimation of
all velocity components is not yet possible. This problem also
implies that a detection of defect pairs of opposite topological
charge, as seen in Fig. 10(c), at the ends of a wave front
that is generated in the system is difficult. In principle, in
three dimensions the defects will most probably occur along
so-called “nodal lines” [43]. Nevertheless, the evaluation of
long defect trajectories showed that they move with (70–90)%
of the local phase velocity of the wave, which is in agreement
with the above considerations.
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FIG. 11. (a) Evolution of �φ(t) = φ(t) − φ̄(t) (circles). The
straight line corresponds to sectionwise parabolic fits between
defects. (b) The derivative of the fitted curve in (a) transforms
the phase differences into frequency differences. It shows a linear
decrease between two defect events and is therefore a hint for a
nonlinear interference.
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C. Role of topological defects

The map of Fig. 6(b) illustrated that the frequency varies
significantly only at the boundary between two adjacent
clusters. These spatial variations are also seen as temporal
fluctuations, which can be seen in Fig. 11(a). It shows a typical
evolution of phase differences �φ(t) = φ(t) − φ̄(t) between
instantaneous phase φ(t) and a time-averaged phase evolution
φ̄(t) that is determined by a linear fit on the unwrapped
phase data. Due to the correction by a mean phase, �φ(t)
elucidates the behavior of the phase on a smaller time scale. In
this particular example, a periodic pattern of defects appears,
indicated by abrupt phase changes. Between these events
the phase difference can be approximately described by a
parabolic law. This evolution can be interpreted in terms of
frequency differences by the temporal derivative of �φ(t).
Since this time series is affected by additional fluctuations due
to the nonlinear character of the waves, a parabolic function
is piecewise fitted to the data and differentiated afterwards.
Figure 11(b) shows the resulting sawtoothlike deviation from
instantaneous to mean frequency. This asymmetric evolution
shows that the interference phenomenon that leads to the
appearance of topological defects has a nonlinear character that
is typical of relaxation oscillators. For a linear superposition
of waves a sinusoidal variation would be expected. We have
also observed defects with the opposite slope of the frequency
evolution and an opposite sign of the phase jump.

VI. DISCUSSION

The observed dust-density waves show a very complicated
wave pattern. The measured strong modulation depth proves
the nonlinear character of the wave. The wave fronts are not
strictly parallel but merge or split. These transient phenomena
are known as topological defects. In principle, simple anal-
ysis methods, like the Fourier transform of the entire time
series, allow us to determine a variety of wave properties.
Nevertheless, the Fourier transform is an integrating method
and thus has a time-averaging character with a frequency
resolution determined by the length of the transform time
series. Hence it is not capable to perform a suitable spa-
tiotemporal analysis of the DDWs that includes the mentioned
transient effects. Refined data analysis techniques adopted
from digital signal processing, namely the Hilbert transform,
made instantaneous physical quantities accessible. This means
that the phase and amplitude of a wave can be determined with
a resolution corresponding to the frame rate of the camera.
The Hilbert transform allows a complete reconstruction of
the spatiotemporal evolution of the wave field. We further
defined an instantaneous frequency that makes it possible to
study the frequency content of the waves in detail on different
time scales. For example, one can evaluate the instantaneous
frequency itself. Since the nonlinearity modulates the shape
of the wave within one wave period, it is also possible
to average the frequency over one wave period to remove
such features. This allows a look at the specific behavior
of the defects, as illustrated in Fig. 11(a). To get insight
into the spatial frequency distribution of the waves, the
frequency can further be averaged over several wave periods
(at constant experimental conditions). The frequency analysis

based on the Hilbert transform is therefore similar to the
wavelet transform, which also allows an adaptive control of
the temporal resolution, but it is complementary to spectral
methods like the Fourier transform.

The experimental data reveal the formation of frequency
clusters that are separated by sharp boundaries. Besides a
sharp transition in the frequency, the wave fronts show the
aforementioned topological defects at boundaries between
the clusters. This behavior was not expected because the
system parameters inside the dust cloud, e.g., gas pressure,
plasma potential, and particle charge, have smooth spatial
variations with no abrupt changes. This suggests that the
system undergoes synchronization processes within the clus-
ters. The defects occur periodically in the wave field. Their
repetition rate is proportional to the frequency step between
two clusters. In our measurements, this periodicity cannot be
determined at every position for two reasons. Since the cluster
boundaries have a three-dimensional shape and the defects
do not occur everywhere along a boundary [see Fig. 6(a)],
the detection of defect events can be missed with the two-
dimensional diagnostics. Furthermore, the defect boundaries
in experimental situations are not sharp. They are broadened
due to varying experimental parameters and noise [44]. Thus
defects do not appear repeatedly at the same position, but
fluctuate.

The formation of frequency clusters is known from other
dynamical systems. There are a few experimental observations
for purely one-dimensional systems. For example, spatially
extended sections along the intestine of mammalians were
found to oscillate at a unique frequency [45]. In addition,
frequency clustering was reported for the vortex shedding
frequency in a flow behind cone-shaped bodies [46]. Our
inspection of the existing literature on plasma waves has
shown that, except for our recent investigations [27], the
frequency clustering effect has not yet been reported in this
field. Nevertheless, a number of numerical studies also showed
this remarkable feature in the wave field. These simulations
investigated the synchronization of arrays of mutually coupled
nonlinear oscillators. The oscillators are subjected to a gradient
of the natural frequency. The simulations cover chaotic Rössler
oscillators [47], weakly nonlinear Ginzburg-Landau systems
[48], and the Luo-Rudy model for cardiac cells [49].

It is important to mention that the synchronization of the
individual oscillators is not only limited to an adjustment of
their frequencies, but also of their phases. Otherwise a wave
motion of oscillators, as found in our dusty plasma, would
not be observable. Different simulations [49,50] showed that
this leads to the formation of propagating wave patterns.
In particular, it was shown that a system of integrate-and-
fire oscillators exhibits wave motion [51], where the wave
propagates from higher to lower frequencies, as observed in
our experiment.

Our system of dust-density waves shows a similarity with
the coupled oscillator models in that the size of the frequency
clusters grows for increasing nonlinearity. This conclusion can
be drawn since the modulation depth, which was determined
for three different sets of parameters, can be interpreted as a
measure for the degree of nonlinearity. Furthermore, the cluster
size depends on the gradient of one of the system parameters,
namely the dust-density distribution. This is also similar to
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the models, where a gradient of the natural frequencies of the
oscillators is included. The simulations reveal the appearance
of topological defects at cluster boundaries [46,48] as was
found in our experiments. It is found that the instantaneous
frequency between two defect events decreases or increases
linearly, which is similar to the periodic pulling effect of a
driven van der Pol oscillator and describes a process where the
oscillator frequency drifts toward the frequency of the driver,
entrains for a short moment, and then changes abruptly [52].

Since the defect positions can be accurately determined
with the applied analysis techniques, the investigation of
the defect dynamics is possible. We observed the creation
and annihilation of defect pairs with opposite topological
charge, which might be a consequence of the complex three-
dimensional defect motion.

Frequency clustering cannot be understood from linear
wave properties. There, a wave maintains its frequency but
matches the varying propagation speed by adjusting the
wavelength. Rather, linear instability analysis shows that
for the present wave phenomenon a range of wave modes
becomes unstable, which suggests that the frequency clusters
are associated with mutual synchronization of these modes.

VII. CONCLUSION

We explain the formation of frequency clusters as follows:
Due to the high gas pressure in our experiment the damping
rates are so strong that any disturbance of the dust density
will be damped within a few millimeters. Consequently,
the observed wave phenomena cannot be interpreted as
propagating waves that are excited at one specific point in the
dust volume. In fact, the system must gain energy everywhere
in the wave field. This is true for DDWs since they are excited
by streaming ions as a Buneman-type instability. They are
therefore dominated by the local plasma parameters at an
arbitrary position, as, e.g., by particle mass, particle charge,
and dust density. Hence the dust volume may not be interpreted
as a passive medium in which an externally excited wave
propagates, but rather as an ensemble of oscillators with
different dust-plasma frequencies, similar to an amplifying
laser medium. Nevertheless, most other wave phenomena in
the context of dusty plasmas are generated by an external
driver, as, for example, Mach cone shocks [38] or shear
waves [53], which are mediated by the force of a laser
beam. These experiments were carried out in other parameter
regimes, where the lower gas pressure allows a regular wave
propagation. They are consequently not comparable to the
present situation.

Due to nonuniform plasma conditions inside the discharge
and a nonuniform dust distribution that decreases from the
void edge to the outer regions of the discharge (see Fig. 3), a
gradient of natural frequencies is established in the ensemble.
It is not yet possible to identify the “oscillator” precisely. We
conjecture that not a single particle but a bunch of particles
with an extension in the order of a wavelength, which may
penetrate each other, represent such individual oscillators.
These oscillators interact mutually. Since the dust-density
fluctuations show a high degree of modulation, we expect
a strongly varying dust charge between wave crests and
troughs, which causes the interaction to be nonlinear. Earlier
investigations [54–57] showed that the van der Pol oscillator
has a paradigmatic character for nonlinear plasma waves and
may also be a suitable model for the observed DDWs.

As for the numerical simulations of Refs. [44,48], we expect
the group of oscillators to synchronize each other over a
certain distance, resulting in a common oscillation frequency.
If the stress inside the ensemble becomes too strong, the
synchronization breaks up and another cluster is formed. At the
interface between two clusters, the occurrence of a topological
defect is necessary to match the subgroups. The coherence
length of the oscillators will then be given by the degree of
nonlinearity and the dispersion of natural frequencies in the
system. We could show that our dusty plasma revealed the
same tendencies as the simulations.

It needs to be mentioned that the model in [48] assumes a
diffusive, i.e., symmetric, coupling between the oscillators.
However, in the present system, there is a unique wave
propagation direction that may break this symmetry. Addi-
tionally, the authors modeled the oscillators via a complex
Ginzburg-Landau equation, i.e., a weakly nonlinear version of
the van der Pol equation, which might also be more suitable
for our system.

In conclusion, our investigations lead to a different view on
dust-density waves where the wave field is treated as an en-
semble of mutually coupled self-excited nonlinear oscillators.
This is a possible explanation for the observed formation of
frequency clusters and the occurrence of topological defects
at the cluster boundaries.
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