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The kagome lattice has coordination number 4, and it is mechanically isostatic when nearest-neighbor sites are
connected by central-force springs. A lattice of N sites has O(v/N) zero-frequency floppy modes that convert to
finite-frequency anomalous modes when next-nearest-neighbor (NNN) springs are added. We use the coherent
potential approximation to study the mode structure and mechanical properties of the kagome lattice in which
NNN springs with spring constant « are added with probability P = Az/4, where Az = z — 4 and z is the average
coordination number. The effective medium static NNN spring constant «,, scales as P? for P « « and as P for
P > k, yielding a frequency scale w* ~ Az and a length scale I* ~ (Az)~!. To a very good approximation at
small nonzero frequency, «,,(P,®)/x,,(P,0) is a scaling function of w/w*. The Ioffe-Regel limit beyond which
plane-wave states become ill-defined is reached at a frequency of order w*.
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I. INTRODUCTION

Understanding the nature of mechanical stability, how it
arises, and how it can be controlled is important to fields
ranging from civil engineering to biology. Materials and
systems that undergo a transition from a floppy state that cannot
support an external load to a rigid state [1] that can include
frames, studied by Maxwell [2], of points connected by fixed
length struts, randomly diluted lattices of springs that undergo
a rigidity percolation transition [3-5] upon dilution, network
glasses [3,6], granular media [7,8], networks of cross-linked
semiflexible polymers [9-11], and packed spheres near the
jamming transition [12-14]. The transition state separating
the floppy from the rigid state is either at or near a special
“isostatic” state in which the number of constraints (struts
in the case of the Maxwell frames) is such that there are no
zero-energy modes, other than the trivial ones arising from
rigid translations and rotations, and such that the removal
of one constraint leads to the appearance of an extra zero-
frequency internal floppy mode. For systems of particles or
points in d dimensions in which neighboring sites interact via
central-force potentials, the isostatic point occurs when z, the
average number of neighbors per site is equal to 2d. The square
and kagome lattices in two dimensions and the simple cubic
and pyrochlore lattices in three dimensions are systems whose
bulk sites have exactly 2d nearest-neighbor sites, and apart
from corrections arising from boundary sites with only 2d — 1
or fewer neighbors, they are isostatic. Because they are fully
characterized and because they can be moved off isostaticity in
precise and well-controlled ways, they are attractive platforms
for studying what effects the existence of nearby isostatic
point have on elastic response and mode structure [15,16] of
elastic networks. In this paper, we use the coherent potential
approximation (CPA) [17-20] to study frequency-dependent
mechanical response and mode structure of a kagome lattice
of nearest-neighbor harmonic springs with spring constant &
to which next-nearest-neighbor springs of spring constant «
are randomly added with probability P.

A. The Maxwell argument

Maxwell considered a frame of N points in d dimensions
connected by struts of fixed length, though his arguments
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apply equally well to systems in which the struts are replaced
by central-force potentials. Each point in the frame has d N
translational degrees of freedom, and in the absence of struts,
these points have d N zero modes. Thus, the total number
of zero modes is Ngo = dN — N., where N, is the number of
constraints, provided thatd N — N, is greater than d(d + 1)/2,
the number of trivial modes of translation and rotation of a
rigid body. Since each strut is shared by two sites, there are
ZN /2 struts, where z is the average number of neighbors per
site, and if all struts are independent, then Ny = dN — %zN .
In large systems the trivial modes can be neglected in the
total count, and the critical number of neighbors below
which there are nontrivial zero modes, called floppy modes or
mechanisms [21,22], is z, = 2d. If z > z., the system has no
floppy modes, and the system is rigid. The counting of floppy
modes is different if there are bending as well as stretching
forces [3,23,24] and if there are redundant struts [25-27]
in the network whose addition does not change Ny, but for
each realization of the network, there is a critical value of z
separating a floppy state with Ny > 0 from a rigid one whose
macroscopic elastic moduli are nonzero and that can thus
support external loads. Thus, z = z. is a kind of mechanical
critical point.

B. Examples of rigidity transitions

Rigidity percolation [3,4] is probably the most studied of
the transitions to rigidity. It is analogous to the connectivity
percolation problem [28,29], but its threshold is different and
it is in a different universality class. In its simplest form,
nearest-neighbor bonds on a lattice are populated with central-
force springs with probability 7P. At a critical probability,
P =P,, a rigid cluster forms, and for P > P,, all elastic
moduli grow continuously from zero. This behavior occurs in
randomly diluted random [30,31] as well as periodic lattices.
The probability that a site is a member of the infinite rigid
cluster also grows continuously from zero [25,32] in 2d, but
in the fcc and bec bond-diluted lattices in 3d [27], it jumps
discontinuously to a nonzero value. Thus, in the latter lattices,
the central-force rigidity transition is first order in terms of
the geometry of the rigid cluster but second order in terms
of the elastic moduli. Effective medium theories [33-35]
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provide a remarkably accurate description of the growth of
elastic moduli above P, and the zero modes count below
‘P, [36]. The addition of bending forces between neighboring
bonds [3,24,37] provides an important generalization of
central-force models that provide realistic descriptions of
network glasses [3,24,26] and of networks of semiflexible
polymers [9-11,38,39].

The jamming of packed spheres [12,40] is another example
of arigidity transition. Spheres of radius a are characterized by
their volume fraction ¢. Below a critical fraction ¢., spheres
are on average not constrained by their neighbors, and above
¢., there are a sufficient number of contacts between them
that the system as a whole supports both compression and
shear. At the jamming point J where ¢ = ¢, the average
coordination number is 7, = 2d, making the state at J isostatic
in the Maxwell sense. For A¢p = (¢ —¢p.) >0, Az =z —
Ze ~ (A¢)'/?, and the shear modulus scales as G ~ (A¢)!/? ~
Az [13,41]. Interestingly, the bulk modulus B is nonzero at
J, and B ~ (A¢)° ~ (Az)? [13,41]. Thus, in terms of the
bulk modulus, the jamming transition is first order, whereas
in terms of the shear modulus, it is second order. Associated
with this transition is a divergent characteristic length scale
I* ~(Ag)™'/2 ~ (Az)"! and a vanishing frequency scale
w* ~ (Ag)'/? ~ (A7) [42-44], whose scaling properties can
be derived from a simple cutting argument [45,46]. w* marks
the transition in the density of states [45] from a Debye
regime to a frequency-independent regime characteristic of
a one-dimensional system, and [* can be interpreted as the
length scale at which the longitudinal phonon frequency is
equal to w*. There is a second length that diverges as (Az)™!/2,
which appears to be associated with thermal transport [47,48],
though it is also the length scale at which the transverse sound
frequency is equal to w*.

The close-packed spheres at the jamming transition is
isostatic with an average of 2d neighbors per site. The cutting
arguments that determine the dependence of w* and /* on Az
appear to depend only on the existence of a nearby isostatic
state and not on the exact nature of that state, suggesting that
they might apply quite generally to any system that becomes
rigid at an isostatic point. (To our knowledge, they have not
been applied to the rigidity percolation transition, which has
a threshold slightly below the isostatic limit [5,25,27].) To
explore this possibility, it is natural to study the properties
of precisely determined periodic isostatic lattices that can
be moved away from isostaticity as a complement to the
study of random isostatic or nearly isostatic lattices generated
by random dilution or by sphere packing. Periodic isostatic
lattices, like the square and kagome lattices, can be moved
away from isostaticity by adding next-nearest-neighbor (NNN)
springs with spring constant « either homogeneously on all
NNN bonds or randomly on these bonds with probability P.
In the former case, isostaticity is approached continuously
as k — 0, and in the latter case, it is approached by either
P — 0 or k —> 0 or by both. Exact calculations on the
square and kagome lattices [15] with NNN springs uniformly
added reveal a characteristic frequency w* ~ '/ and length
I* ~ =12 Inthe square lattice, the compression modulus Cj
remains nonzero as ¥ — 0, but the shear modulus C;; ~ «
vanishes with «. In the kagome lattice, both the bulk and
the shear modulus remain nonzero in this limit. Within the
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CPA approximation in the random case [16], the static spring
constant k,,(0) is proportional to P ~ Az for P > «/k and
to P> ~ (Az)> for P < k/k, indicating a crossover from
nearly affine behavior at large P to nonaffine behavior as
P — 0. This implies that near the isostatic limit, ®* ~ Az and
I~k '? ~ (Az)"!,in agreement with the cutting argument.
Furthermore, «,,(w) = «,,(0) f(w/®*), where f is a scaling
function. On the other hand, C44 ~ k,, ~ (Az)? vanishes more
rapidly than does the shear modulus at jamming.

C. Review of results

In this paper, we undertake a CPA analysis of the kagome
lattice with added NNN springs. As in the case of the square
lattice, we find nonaffine response with «,,(0) ~ P? at small
‘P and nearly affine response with «,,(0) ~ P at large P, and
asaresult o* ~ Azand [* ~ (Az)~!, again in agreement with
the cutting argument. We also find that &, (P,w)/«,,(P,0)
is a basically a scaling function of w/w* at small P, but
with small yet important deviations at small w that describe
Rayleigh scattering, characterized by a mean-free path that
scales as w™> in 2d. Thus, the cutting argument provides
a consistent description of the frequency and length scales
for systems near three isostatic networks with qualitatively
different geometries, with differences reflected in the different
behaviors as a function of Az of their elastic moduli and of their
different mode structures. It would be tempting to conclude
that the cutting argument applies universally to all systems
near isostaticity, but that would perhaps be a little premature.
There are indications [49] that it does not apply to models,
such as one obtained by twisting the unit cells of the kagome
lattice, in which the bulk modulus, but not the shear modulus
vanishes in the isostatic limit.

The outline of this paper is as follows. In Sec. II we
review the elasticity of the homogeneous nearly isostatic
kagome lattice. In Sec. III we discuss the CPA on random
nearly isostatic kagome lattices with the NNN bonds randomly
occupied with probability P. In Sec. IV we discuss the results
of the CPA calculation, including the crossover of «,, from
P? to P behavior as P increase or k decreases and the rapid
increase of scattering at the characteristic frequency wj, ~ Az.

II. HOMOGENEOUS NEARLY ISOSTATIC KAGOME
LATTICE AND ITS ELASTICITY

A. Expansion of elastic energy in general lattice models

In this section we briefly review the elastic energy in central-
force network models, in which the elastic energy U can be
written as a sum of the energy of each central-force bond,

U=)_ Us(Ry), M
b

where R, is the length of the bond and U, is the potential
energy of the bond as a function of the length. We consider a
displacement field on the network that maps particle £ which
is at position Ry to a new position R, = Ry + uy; thus, the
length of bond b between particles ¢ and ¢’ is changed to

Ry, = IRy — Ryl (2)
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We refer to the original space in which particle ¢ is at Ry as the
reference space and the space after applying the displacement
field as the target space. We consider harmonic potentials,

ky, s
U, = E(Rb — Ryr)’, 3)

where Rpp is the rest length of the bond and k; is the
spring constant. The length R, can be expanded for small
displacement u as

Ry = Ryo + ey -1y

1
+-——u, - (I — eyoep0) - uy, + O(uy), 4)
2 R0
where Rpo = [Ryo — Ryol, wp = up —ug, and ey = (Rpo —
Ry0)/IRpo — Ry is the unit vector pointing along the bond in
the reference space. Thus, we have

kp )
Uy, = E(Rbo — Ryr)" + forew - uy

1 /i
+-uy - [kbeboebo +2a—- ebOebO)] “u, (5)

where f, = U,(R) = ky(Rpo — Rpr) is the magnitude of the
force on the bond in the reference space. In general, we
consider the case in which the reference state is in mechanical
equilibrium, which means that the total force on each particle
vanishes,

f, = Z fvepo =0, (6)
b(C.0)

where the sum },, , is over all occupied bonds connected
to £. However, to capture the properties of random networks,
which often carry residual stress, the length of each bond is not
necessarily at its rest length; that is, R0 — Rpg # 0 in general.

The change of the elastic energy from the reference space
to the target space of the whole system is then a quadratic form
of the displacement field,

1
AU =Y Ty [kyeeo A0~ eoe)] w7
’ b0

which can also been written as
1 \2 fv 132
=Y Sl + grwy] ®)

where ug is the component of u,, parallel to e, and uj- is the
component perpendicular to epg.
By doing a gradient expansion on the displacement field,

u, = Ry epor O u(r), )]
where u(r) is the displacement field at position r, we recover
the elastic energy of the continuum theory,

AU = /drl(,-jklaku,»aluj, (10)

with
R}

0
Kijn = E g, CP0KEROL
= 200

Jb
x [kbebOiebOj + =—(i; — ebOiebOj)]a (11)
Ryo
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FIG. 1. (Color online) The kagome lattice with random additional
NNN bonds denoted by purple dashed lines. The unit cell triangle is
marked with filled triangles. Particles 1, 2, and 3 in each unit cell are
marked in the bottom right unit cell.

where the summation ), is over bonds connecting to one
particle, and we are using a simple lattice with one particle
per unit cell in this illustration. The volume of a unit cell is
denoted by vy.

B. Elastic energy of the kagome lattice

The kagome lattice is a lattice with three particles per
unit cell, and we shall use the following six-dimensional
displacement vector to describe the deformation of the
lattice:

e = (Mg 1 x,Ue 1,y Ue 2,5 Ue, 2,y Ue 3,5 10,3,y), (12)

where £ labels the unit cell and (1,2,3) label the particles in the
unit cell as in Fig. 1. To leading order in u, the lattice energy
can be expressed as the quadratic form

1
AU =3 ;ue Dy -ug, (13)

where D is the 6 x 6 dynamical matrix. This elastic energy in
Fourier space is

1
AU = W%uq-n_w ‘ug, (14)

where the Fourier transforms are defined as

—iqR
u = E uge IR0,
¢

1 .
iq-R
u = v E uge' I,
q

where N is the number of unit cells. The dynamical matrix
for the homogeneous kagome lattice with all nearest-neighbor
(NN) bonds occupied with springs of spring constant £ and all
NNN bonds with springs of spring constant x is a 6 x 6 matrix
given by

15)

Dy = NoqqDylk k),
Dy(k,k) = k Z BINBN  +« Z B VBN

meNN meNNN

(16)

where the B vectors and their derivation are given in
Appendix A.
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FIG. 2. (Color online) (a) Phonon dispersion along symmetry
directions. The dotted lines are for k = 0 and the solid lines are
for k =0.02. The floppy and anomalous branches are in red.
(b) Anomalous and shear modes along I" M. Characteristic frequen-
cies and wave numbers are also shown. Frequencies }), @}, and wj},
are defined in the text. (From Ref. [15].)

C. The homogeneous kagome lattice and its
low-energy theory

There are six translational degrees of freedom per unit cell
in the kagome lattice, giving rise to six phonon branches. Of
these, three are optical branches with frequencies of order
'k, two are acoustic branches with sound velocities of order
«/E, and one is the anomalous branch, whose frequencies
along I' — M (see Fig. 2) in the Brillouin Zone reduce to the
zero-frequency floppy modes when x — 0. The latter three
branches, which determine the low-energy elastic theory of
the kagome lattice, have modes in the space spanned by the
three vectors

v = (1/4/3)(1,0,1,0,1,0),
vy = (1/4/3)(0,1,0,1,0,1), A7)

) < 1 0 1 1 1 1)

TUVET e 22372)°
which correspond, respectively, to two translations of the
whole unit cell in x and y directions and the rotation of the
unit-cell triangle around its center. The low-energy theory is
governed by the 3 x 3 reduced dynamical matrix obtained
by integrating out the three high-energy optical branches, as
shown in Appendix B.

For small momentum, |q| < gj; = 4+/3k/k, the reduced
dynamical matrix is simply diagonalized by longitudinal and
transverse acoustic phonons (which are linear combinations of
v; and vp) with speeds of sound ¢; = \/ﬁ/él and cr = «/%/4
and the rotational mode with a characteristic frequency o}, =
V6K at q = 0. The bulk modulus B and the shear modulus
G are related, respectively, to the longitudinal and transverse
sound velocities through

2 =(B+G)/o, ¢4 =Glo, (18)

where o is the mass density, which, because there are three
atoms per unit cell, is equal to 3 in our units. Thus, B = 3k/8
and G =3k/16. There is only weak mixing between the
rotational modes and the acoustic phonons, and the system is
isotropic.

For large momentum |q| > g}; = 4+/3k/k, strong mixing
between the transverse acoustic modes and the rotational
modes occurs, and the strong anisotropy of the isostatic

PHYSICAL REVIEW E 83, 011111 (2011)

FIG. 3. (Color online) The kagome lattice and its floppy modes,
with the reference state in gray and deformed state in red. Two of its
floppy modes are shown in this figure marked by the yellow ribbons.

state is retrieved. The mixing is maximal along g, = 0 and
symmetry equivalent directions, which we refer to as the
isostatic directions, and the resulting two modes are shown
in Fig. 2(a). The anomalous branch, with frequency of order
Kk, is the lower branch of the two. In the limit of k = 0, the
lattice becomes isostatic, the isotropic region is squeezed to the
origin, and the anomalous modes reduce to the isostatic floppy
modes with zero frequency along g, = 0 (I'M line in Fig. 2)
and symmetry equivalent directions as depicted in Fig. 3.
The name “anomalous modes” follows the nomenclature of
Ref. [46], referring to the modes developed from the floppy
modes as the system is moved away from the isostatic point.
For a more detailed discussion of the low-energy theory of the
elasticity of the kagome lattice, see Appendix B.

Of particular interest is the frequency of the anomalous
modes in the vicinity of g, = 0. The squared frequency of
these modes can be written as

w*(q) = w5(qy) + ciqy, (19)

where ¢, = ¢, = +/3k/4. The function a)fl(qy) is plotted
in Fig. 4. It reaches a maximum value of (a)§)2 at a 2d
saddle point at g, = Qs and a local minimum value of
(w%,)? at the zone edge ¢, = Qy = 27/+/3 . For small «,

0 1 1 1 1 1 1 1
00 05 10 15 20 25 30 35
qy

FIG. 4. (Color online) Eigenvalue of the isostatic mode along
isostatic directions, for example, g, = 0, for k =5 x 10~*. The
eigenvalue of the full 6 x 6 dynamical matrix, @?, normalized by
k, is denoted by the red dots, and the eigenvalue of the 3 x 3 reduced
dynamical matrix (B2) is denoted by the red line. The blue dashed
line represents the approximation (20) we used in the asymptotic
calculation in the f in CPA.
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O, ~ 43k /2k)/4, (w§)2 ~ 3k, and (a)’,{,,)2 ~ 2. All of the
characteristic frequencies wy, > wg > wy are proportional to
J/x for small . a)% (¢,)is well approximated between g, = Qs
and g, = Qy by
Wi A !
Om — Qs

as is evident from Fig. 4. This relation will prove useful in our
evaluation of integrals in our CPA analysis in Sec. III.

Lengths scaling as «~'/?> can be extracted from the
phonon dispersion relations in various ways. One length is
the hybridization length [}, obtained from the hybridization
wave number ¢}, = 4/3k/k = I}; ', separating the domain
of predominantly transverse phonon behavior at low g, from
the domain of predominantly rotation behavior at high g,.
Other lengths can be obtained by comparing the c,g> term
in w?(q) to w?, and wl: ¢l = wy /ey = X' = (8/3/6) /i [k
and ¢} = ws/c, = 15" = 4/k/k. An interesting property of
w?’(gy) is that the hybridization frequency w}, obtained by
setting ¢, = g}, in the transverse phonon frequency is identical
to w§: crqy; = 0l = w5,

One experimentally relevant quantity is the Fourier trans-
form of the finite temperature static phonon correlation
function ¢, , (L1,

[Ques = Qs — gy(05 —@})]. 20)

e, (—qey(q)

, 21
w2(q) @b

gﬂ,v(q) = kT Z

where p and v label the basis defined in Eq. (12) of the
six-dimensional space of u, « labels the phonon band, and
e,,(q) is the six-dimensional eigenvector associated with mode
(,q). This correlation function is a static equilibrium quantity
and thus independent of phonon damping. The quantities
wﬁ(q)are merely the eigenvalues of the dynamical matrix
with the zero-frequency value of the spring constant (the
effective medium spring constant can depend on frequency
as we discuss below in the CPA). Thus, from experimentally
measured finite temperature static phonon correlation function
4, »(LY), one can obtain w?(q) from the eigenvalues of
%, ,(LY), and by fitting 2(q) to Eq. (20), one will arrive
at the diverging length scale I* ~ x~1/2.!

III. THE COHERENT POTENTIAL APPROXIMATION ON
THE RANDOM NEARLY ISOSTATIC KAGOME
LATTICE

The CPA is a widely used method in the study of disordered
systems [19,33,34]. Init, arandom system is mapped into an ef-
fective medium with no disorder that is described by a Green’s
function with a suitable self-energy that can capture the effect
of the disorder average of the randomness. To achieve this,
one imposes a self-consistency constraint that the effective
medium Green’s function perturbed by the presence of single
impurity in the effective medium reduces to the effective

'Our prescription, which unambiguously produces a length scale
for uniform or randomly diluted periodic lattices, has not to our
knowledge yielded a length scale for the jamming problem, whose
lattice is not periodic.
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medium Green’s function when averaged over the probability
distribution of the impurity. More specifically, the 7 matrix of
this perturbation vanishes upon averaging over configurations
that contain and do not contain the impurity.

For the case of the nearly isostatic kagome lattice, the
effective medium has all NNN bonds occupied with an
effective medium spring of spring constant «,,(P,®), and the
effective medium Green’s function is identical to that of a
homogeneous system with x = «,,(P,w). The CPA procedure
consists of replacing one arbitrary NNN bond with a new
bond of spring constant «;, which takes on the value x with
probability P (bond occupied) and the value O with probability
1 — P (bond unoccupied). This procedure leads to a modified
dynamical matrix,

DV=D+V, (22)
where

Vo (ko) = (c; — k) BYYV BN (23)

where 1 represents the arbitrary NNN bond we have chosen
to replace into k. This form of V follows directly from the
calculations leading to Eq. (16). It depends on the wave
numbers q and q' because the perturbed system is not
translationally invariant.

The phonon Green’s function for the effective medium is

Gy(®) = [0’1 —Dg]™". (24)

In the perturbed system with one bond replaced, the Green’s
function becomes

14 ) vi-1
Gyq@) =[0T-D"] ¢ (25)
and is no longer translationally invariant. This Green’s function
can be expanded for small V,
v o —1
Gyg =I—=G V), o Gq
>~ Nbq,q¢Gq + Gq Vq,q-Gq
1
+ NZGQ'V%QI'GQI'VQI,Q"GQ’+' -, (26)
q1
where we have dropped the frequency w dependence, which
is the same for every G and V. This series can be written as
Gyy = Noq.qGq+Gq-Toq - Gy, Q27)
where

1
Tqq = Vgq + N ZVQ«QI.GQI.VQqu/
q

1
+ m ZV‘L‘II'GQ1'V¢11,€l2'GQZ’VQ2-q/
q1,92

is the 7" matrix expressed in the wave number basis.

In the CPA, the effective medium spring constant «,, is
determined by requiring that the average value of G(‘l/_ g be
equal to Ndq o Gq or equivalently that the disorder average of
the 7" matrix vanish:

PT|¢,=« + (1 = P)T|,=0 = 0. (29)
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The evaluation of the 7 matrix is simplified by the following
identity:

1
N ZV(L‘II.G(]I.VQI’(I,

qi

= (s — Kkm) BYYY (30)
1
Xﬁ(Z B -G, -B?’E?’)BITN% on
qi
= —(ks — km)Vq.q f (Km,®), (32)
where
d’q NNN NNN
Flame)==v | TS BN Gy B ()

with vy = +/3/2 the area of the unit cell in real space and
472 Jvy = 872/+/3 is the area of the first Brillouin zone in
reciprocal space. The integral is over the first Brillouin zone.
The Green’s function G4(w) is the phonon Green’s function in
the effective medium so it depends on «,,. Using these relations
in Eq. (28) gives

Vaq
I+ (Ks - Km)f(Kmvw)
Thus, the self-consistency equation (29) requires that

flem,@)ica, = [1 4 icf (icm, )iy + Pic = 0, (35)

from which one can solve for the effective medium NNN
spring constant k,, for any given P and w. The form of this
solution at small «,, depends on the behavior of the function
f(km,w) at small ,,, which is in turn determined by the form
of the anomalous mode along the g, = 0 and other isostatic
directions. Details of the calculation of f(x,,,w) are presented
in Appendix B.

In the following discussion, unless otherwise stated, we
use reduced units with £ = 1 and lattice constant ¢ = 1, and
thus unitless spring constants, elastic moduli, and frequencies:
k/k — Kk, Ga’/k — G, and w/vk — w, respectively.

Tqq = (34)

IV. RESULTS AND DISCUSSION

A. CPA solution at zero frequency: Static response

We first consider the case of w = 0, which characterizes
the static response of the system. For small P, we expect that
the effective medium spring constant «,, also to be small and
that we can, therefore, ignore the f (Km,a))anq term in the CPA
self-consistency equation (35). Using the asymptotic small «,,
limit f(ky,0) = B/ /km, where B = 5(1 — /2/3), derived in
Appendix B [Eq. (B13)], we obtain the equation

km + BrJky — Px =0, 36)
determining «,, at small 7P. The solution to this equation,

2
—Br + V/B%k2 4+ 4Pk :| 37)
2 9

kn(P,0) = |:

has two limits,
AP? if P < (B2 /4),

38
Pi if P> (B2/4)k, (38)

km(P,0) ~ [
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FIG. 5. (Color online) CPA solution at zero frequency. Data
points show the numerical solution «,, as a function of P at w = 0 of
the CPA self-consistency equation (35) with the full 6 x 6 dynamical
matrix. NNN bond spring constant « = 1072,10°,10? are shown as
red dots, purple squares, and blue diamonds, respectively. Also shown
are the nonaffine (k,, = AP?) and affine (x,, = Pk at k = 1072)
limits as a green dashed line and a red dotted line, respectively.
At large P the numerical solution, especially the one for x = 107
deviate significantly from the nonaffine limit form because Eq. (36)
is an approximation at small P by ignoring the highest-order term in
Eq. (39).

where A = 1/8% = 3(5 + 2+/6)/25. In the first case, k' \/Ky, >>
Km, and the solution for k,, is obtained by ignoring the first
term in Eq. (36); in the second case, the opposite is true,
and «, is obtained by ignoring the second term in this
equation. In the second case, every NNN bond distorts in
the same way under stress, and response is affine. In the
first case, k,, = AP? < Pk, indicating that the response is
nonaffine with local rearrangements in response to stress.
Within the CPA, this result emerges because of the divergent
elastic response encoded in G [and f(«,,,0)] as k,, — O (see
Appendix B). The nonaffine regime arises when NNN springs
are strong enough for the second term in Eq. (36) to dominate
the first. As x approaches zero at fixed P, distortions produced
by the extra bond decrease and the nonaffine regime becomes
vanishingly small. Numerical solutions of the CPA self-
consistency equation (35) with the full 6 x 6 dynamical matrix
are plotted in Fig. 5, along with a comparison to the analytical
solution (37) and the two asymptotic forms in Eq. (38).

The effective NNN spring constant «,, in both the square
[16] and the kagome lattices exhibit an affine G ~ P to
nonaffine G ~ P2 crossover with decreasing P. The effects of
this crossover are, however, different in the two cases. In the
square lattice, the shear modulus G = Cy4 is equal to k,,,, and as
a result, the macroscopic shear response exhibits this crosser.
In the kagome lattice, the shear modulus is proportional to the
NN spring constant & rather than «, and the macroscopic elastic
response does not exhibit the affine to nonaffine crossover. The
crossover appears instead in the anomalous mode that reduces
to the floppy modes shown in Fig. 3 when «,, — 0.

Length and frequency scales can be extracted in the static
limit much as they were extracted in the homogeneous case
discussed in Sec. II. The finite temperature static phonon
correlation function ¢ is the inverse of the dynamical matrix
evaluated at w = 0, whose eigenvalues and eigenvectors are
identical to those of the homogeneous case with « replaced
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by «n = ku(P,0). The eigenvalues allow us to identify
frequencies by taking the square roots of the appropriate
eigenvalues of D:

Wy = bk > 0§ = /3kn > Wy =V 26p. (39)

Unlike the situation in homogeneous lattices, these frequencies
are not equal to any physical dynamical-mode frequency of the
system. They do, however, provide information about the static
properties of the phonon correlation function ¢ that could,
in principle, be measured at finite temperature via scattering
or particle tracking experiment. They also lead to diverging
lengths just as they do in the homogeneous case:

1

/3

—_—
—_—

1
K=l =—0 =20 = =———. (40
" S 4/3km
B. CPA solution at finite frequency: Dynamic response and
damping

For finite frequency w, the effective medium spring con-
stant is complex, «,, (P,w) = «,,(P,w) — ik, (P,w), where the
imaginary part «,, (P,w), which describes damping of phonons
in this random network, is odd in @ and positive for w > 0.
From the analysis for the static limit w = 0, we see that the
interesting case is the nonaffine regime with P < (B2/4)x, in

which the self-consistency equation (36) simplifies to
J (k@) = P. (41)

In the static limit, f(k,;,0) ~ &, 2 is singular in the «,, — 0
limit. As we show in Appendix B, at finite frequency,

F e, @) ~ [/ Bicn — @) /kim — /2 — @) /K ) [ Kms

which leads to

2 2
Km(P,w) = %(5+2«/€ | Be ) (42)

18P2

as depicted in Fig. 6. Taking w = 0, this solution reduces
to the zero-frequency solution [Eq. (38)] in the nonaffine

10.-.-.-.‘g “l"l
.\l I ]
S 08 . i
@‘ \e .
~ ‘ i’l
0.6 . ]
Q 14
§ :.-po-f-i«t&&&ll:
& 04 iy
: i
<02 -
0.0m == m p- m -p- m =g~ l..

0.0 0.5 1.0 1.5 2.0
/P

FIG. 6. (Color online) CPA solution at finite frequency for P =
0.01 and P = 0.05. The numerical solution to Eq. (35) with the full
6 x 6 dynamical matrix is shown as the data points. Blue circles and
red squares represent real and (negative of) imaginary parts of «,,
at P = 0.01, respectively, and green diamonds and brown triangles
represent the real and (negative of) imaginary parts of «,, at P = 0.05,
respectively. The asymptotic form (42) is shown as the blue (real) and
red (negative of imaginary) lines. In this plot frequency is rescaled
by P, and the effective medium spring constant «,, is rescaled by its
value at zero frequency, which is real.
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limit. Equation (42) develops an imaginary part when |w| >
2J/3P /5, which, as we discussed earlier, must be negative for
w > 0. It is straightforward to see that this solution satisfies
the scaling form «,,(P,w) = «,,(P,0)h(w/w*), as does the
CPA effective NNN spring constant in the square lattice [16].
This solution shows a rapid increase of damping beyond a
characteristic frequency,

2./3P

5 (43)

wp =
marking another characteristic frequency that scales also as P.

Numerical solutions of the CPA self-consistency equation
(35) using the full 6 x 6 dynamical matrix is also shown in
Fig. 6. We see that the asymptotic form (42) captures the
solution fairly well.

This special behavior of the imaginary part of the effective
medium spring constant «,, is related to the phonon spectrum
of the kagome lattice. As we discussed in Sec. II, at low
frequencies, there is only very weak mixing between the
rotational branch, which is strongly affected by the NNN
bonds, and the acoustic phonon branches, which are only
very weakly affected by the NNN bonds. As a result, the
damping to the acoustic phonons is very weak. On the other
hand, at frequencies greater that w},, the transverse phonons
scatter strongly from the anomalous modes, and there is a
rapid increase in their damping. The weak scattering below
w7, is not captured by the asymptotic form (42) for small «,,
because the function «,,(P,w) in Eq. (42) was obtained using
the dominant small «,, limit of the integral f(k,,,»). There
are, however, contributions to this integral that do not diverge
and that contribute a subdominant imaginary part to «,,, even
when o < o}, that is, of order P3w? at small w correspond-
ing to Rayleigh scattering. More discussion is included in
Appendix B.

In the homogeneous case, the eigenvalues of the dynamical
matrix lead naturally to the identification of characteristic
frequencies w§ and wj}, that vanish as /k in the limit of
k — 0. In the random case, we have to deal with both the
frequency dependence of «,,(P,w) and the fact that it is a
complex number, and we must ask whether these frequencies
have any real meaning. As discussed in Sec. IIC, we can
extract frequencies from the static dynamical matrix in exactly
the same way that we did for the homogeneous case, and they
satisfy

wy = 3.85w], > wi =2.72w}, > w), = 2.220], > 0.
(44)

Thus, all of these frequencies are greater than the frequency
wp. As aresult, the signatures in the phonon dispersion relation
including hybridization and the saddle point giving rise to the
logarithmic van Hove singularity in the density of states of
the uniform NNN kagome lattice are washed out by the strong
scattering, as is shown in Fig. 7.

C. Phonon density of states

The phonon density of states (DOS) can be calculated from
the retarded Green’s function through

p(w) = —%Tr ImG (q,w), 45)
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FIG. 7. (Color online) Scattering of phonons characterized using
the imaginary part of the transverse component of the phonon
response function divided by frequency Imy77(q,w)/w as a function
of w for various values of g, (we took g, = 0 to follow the isostatic
"M direction). The green line (b) in the bottom plane marks w7,, the
blue (c) and red (a) lines marks the solution «’ and @” of the equation
@ — walq, 6, (P,w)]* = 0, which solves for the pole of the Green’s
function for the anomalous branch. The derivation of w, is shown in

Appendix B.

where the trace is over both momentum q and the phonon
branches. Using this we obtain the phonon DOS of the effective
medium plotted in Fig. 8. For comparison, we also show the
phonon DOS of a periodic kagome lattice with the NNN spring
constant equal to «,,(P,0), which is real valued.

For small frequencies, at which the imaginary part of the
CPA solution «,,(P,w) is very small, the two DOS are very

0.0 0.5

0.05

0.04

~ 0.03 e
3

< 0.02

0.01

0.00
0.000 0.002 0.004 0.006 0.008 0.010

w

(b)

FIG. 8. (Color online) (a) The phonon DOS at P = 0.01 (blue
circles) and P = 0.05 (green squares) of the CPA effective medium
and the pure kagome lattice with the NNN spring constant equal to
the zero-frequency effective medium value «,,(P,w) for P = 0.01
(purple line). The frequency is rescaled by P. (b) The phonon DOS
at small frequency for CPA effective medium [color scheme the same
as in (a)]. The Debye DOS defined in Eq. (46) is also shown as the
red dashed line.
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close and can be fitted nicely by the Debye-like total DOS of
the transverse and the longitudinal phonons,

w 4 w
(47T/«/§)C% (47T/«/§)CT ’

where ¢? = 3k/16 and 2 = k/16 are, respectively, the longi-
tudinal and transverse speed of sound (we have taken k = 1 as
stated earlier).

At the critical frequency w7,, the imaginary part of k,,(P,w)
increases rapidly, inducing a rapid increase of the phonon
DOS. On the other hand, the periodic lattice exhibit a jump in
DOS at wy; = +/2k,(P,0) corresponding to the minimum of
the phonon dispersion relations at the edge of the first Brillouin
zone. At ws = +/3k,,(P,0) the DOS of the periodic lattice has
a logarithmic singularity, corresponding to the saddle point of
the phonon dispersion at Qs =~ 4(3k,,/2k)'/* on the isostatic
directions [15]. For the CPA effective medium, this singularity
is totally washed out due to the strong damping beyond w},,
which is similar to the case of the square lattice [16].

D. Phonon scattering and the Ioffe-Regel limit

From the CPA solution at finite frequency, we identified a
frequency scale wj, beyond which phonon scattering rapidly
increased. In this section we examine the scattering of phonons
in more detail.

The scattering of the transverse phonons is characterized by
the imaginary part of the phonon response function projected
to the transverse direction Imxr7(q,®). The phonon response
function is defined as

81, (£.1)

SE, (.1 “n

Xuv(, 1301 =
where ¢ and ¢’ label time and w and v label the basis defined
in Eq. (12) of the six-dimensional space of u. This response
function is related to the phonon Green’s function through
x = —G. The imaginary part of the transverse component of
this response function Im 77 (q,w) characterizes the scattering
of the transverse phonon by disorder. Imx77(q, ) is calculated
for small momentum and frequency using the asymptotic
CPA solution (42) and shown in Fig. 7. Also shown in
the figure is the frequency at which the phonon Green’s
function of the anomalous branch has a complex pole, which
is solved from the equation w? — walq,km(P,w)]* = 0, which
characterizes the dynamic dispersion relation. We use the
form of w4 as defined in Appendix B for this calculation.
Below w7, the response function has Dirac-§ peaks at the
frequencies determined by the transverse phonon dispersion
relation w = crq,. Above w}, the imaginary part ” increases
rapidly, and the phonon peaks progressively broaden, showing
that the transverse phonon is no longer a good eigenstate of
the system. Furthermore, the characteristic frequencies for
the hybridization of the transverse phonon and the rotational
phonon into the anomalous mode and of the van Hove
singularities in the DOS are greater than },, and as a result,
these phenomena are washed out by the strong scattering. As
a result, ), 0§, wy, no longer play a meaningful role in the
dynamic response function.

The strength of the scattering can be characterized by
the Ioffe-Regel (IR) limit, which states that the plane-wave
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states are no longer well defined if the mean-free path [ng
is comparable to or less than the phonon wavelength A.
An equivalent condition is that the relaxation time becomes
comparable to the period of the wave, that is, ” ~ «’. The
solution for the positions of the complex poles of the Green’s
function of the anomalous branch @? — wa[q,«,(P,@)]*> =0
shows that the imaginary part »” becomes comparable to the
real part w’ not far beyond wj, and that wj ~ w}, ~ Az. The
associated IR length scale can be derived from o}, and cr to
be of order lig ~ /k/km ~ Az7".

This IR length scale differs from that in jammed solids,
1; ~ Az~'/2 ag derived in Refs. [47,48] (called I, in Ref. [31]).
This discrepancy can be attributed to the different scaling of
the shear modulus G. In the kagome lattice, the shear modulus
G is proportional to k and thus scales as Az, whereas in
jammed solids G ~ Az. Thus, the transverse speeds of sound
scales as (Az)? and (Az)!/? in these two cases, respectively.
In both cases, the frequency beyond which plane-wave states
are strongly scattered is w* ~ Az. Therefore, the scattering
length scales, ¢y /w*, are, respectively, [* ~ (Az)"'and I; ~
(Az)~'/? in the kagome lattice and jammed solids.

E. Comparison between different random nearly isostatic
systems

Up to now, three examples of random nearly isostatic
systems have been studied, including the random nearly
isostatic square lattice, the random nearly isostatic kagome
lattice discussed in this paper, and jammed solids near point
J. In all cases, the characteristic frequency for the onset of
the anomalous mode plateau w* ~ Az and the isostatic length
scale I* ~ (Az)~'. On the other hand, the scaling of elastic
moduli in the three cases are different because of different net-
work architecture: In the square lattice G ~ k,, ~ (Az)?> and
B ~ k ~ (Az)°, in the kagome lattice G,B ~ k ~ (Az)°, and
in jammed solids G ~ Az and B ~ k ~ (Az)° (a jump from
zero to finite value at point J). As a result, the scattering length
scales are also different. The square lattice is anisotropic, and
we studied the scattering of the u, vibrations along g, direction
and found that the scattering length corresponded to the point
M in the first Brillouin zone, g, = 7, or I, g = a. In the
kagome lattice lj|r ~ cr/w* ~ (Az)"'. In jammed solids, the
IR length scale I; ~ ¢y /w* ~ (Az)"'/%.

In Ref. [31], Wyart studied transport properties of amor-
phous solids modeled by an isostropic random network near
its percolative rigidity threshold. In this system, both B and G
vanish as Az, and the crossover frequency between plane-wave
and strongly scattered states is w* ~ Az. Both the longitudinal
and the transverse sound velocities scale as (Az)!/2, and the
IR length Ig ~ ¢ 7/w* scales as (Az)~'/? for both modes.
By ignoring the iw® term, which is a reflection of Rayleigh
scattering in three dimensions, the CPA self-consistency
equation for low frequency in Ref. [31], Eq. (7), can be
rewritten in the form

k3, — (Aky + 0* = 0. (48)
The solution to this equation,
Az 402

ky = — 1+ /1= 2], 49
M ) + AL (49)
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has a form very similar to the that of the effective medium
NNN spring constant k,, in the kagome lattice, as shown in
Eq. (42). Although ky(w = 0) ~ Az in the amorphous solid
and k,,(w = 0) ~ (Az)? in the kagome lattice scale differently
with Az, the frequency dependence of ky;(w)/ky(w = 0) and
Km(®)/km(w = 0) are almost identical: They are both of the
form a + b/1 — (a)/a)*D)Z, where a and b are constants and
wp ~ Az. The »’ term ignored in the preceding analysis leads
to Rayleigh scattering, I; ~ w~* at small w. In the case of the
kagome lattice, the subdominant terms in f (as discussed in
Sec. IV B) contribute »? in «;/, and lead to Rayleigh scattering
l; ~ w™3. The difference in the exponent in these two cases is
due to different spatial dimension.

To summarize, we examined the random nearly isostatic
kagome lattice via the CPA and we obtained effective medium
NNN spring constant «,, that scales with the occupancy
probability P ~ Az of the NNN bonds as P? at small P.
Below the characteristic frequency wj, ~ P, there is only
weak damping of acoustic phonons arising from Rayleigh
scattering, whereas above w7, scattering increases rapidly and
the system shows proximity to the IR limit. We compare
the kagome lattice to other nearly isostatic systems including
the square lattice, jammed solids near point J, and a model
random isotropic network [31]. The characteristic frequency
scale * ~ Az, marking both the onset of the plateau of the
anomalous modes and the strong scattering of plain wave
states, is found to be a universal property of all of these systems.
The elastic modulus G, B and thus the transport length scale
depends on the network architecture and are not universal.
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APPENDIX A: THE DYNAMICAL MATRIX OF
THE KAGOME LATTICE

To construct the dynamical matrix of the kagome lattice,
we use the form of the elastic energy given in Eq. (7). Because
we consider the reference state of all bonds at their rest length,
we have f, = 0; thus, there is only projection of u onto the
direction along the bond. We first consider the case of a simple
lattice with one particle in each unit cell and rewrite Eq. (7) as

k
AU =3 T~ we) o]
b

k
= Z Z ?bll[ ~eq,0,(8e.e, — Se.0,)

el b

x (80,0, — 8e.0,) €000, - g, (A1)
where ¢1,£, labels the two particles connected by the bond b.

Thus, the dynamical matrix D, as defined in Eq. (13), is given
by

Dy =Z kpee,, (8.6, — 8e.6,) (86, — 8.0 ) €40
b

(A2)
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It is convenient to express the dynamical matrix in momentum
space via the Fourier transform defined in Eq. (15)

—iqre+iq ry
Dyg = ) e amHadmp, ,

e
/
—iq-rp+iq ry
=§ e’QllqéE Ekbeéléz
[N b b

X (8.6, — 80.0,) (8ee, — 8ur.0 ) €ere
= Niqq »_kp(1 —e7P)
b

x (1 — e'9P)epey, (A3)

where the ’ above the summation of £, denotes a summation
over particles connected to £;, and b = ry — r, represents the
bonds connected to an arbitrary particle (note the difference
from b in the previous equation, which represents all bonds
in the system). One can define the dynamical matrix for
translational invariant system as

Dq.q = N8q.qDy.
Dy =Y k(1 — e )1 — ¢'")epey
b

= Z kmBm,qu,—q7 (A4)

where the summation m is over bonds connected to an arbitrary
particle, and the vector

Bq=(1—e ), (A5)

is a convenient way to express the dynamical matrix.
For the kagome lattice, which has three particles per unit
cell, one needs to modify the preceding construction of the
dynamical matrix, and in the basis of
Uy = (U 1,5, Ue,1,y,Ue 2,102 y,Ue3x,103,y), (A6)
with particles 1,2,3 labeled as in Fig. 1, the dynamical matrix
can be expressed as

Dy = NoqqDq(k.k),
Dy(k.c) =k Y BB

m,q— m,—q
meNN
NNNpNNN
+k § BINNB)Y . (A7)
meNNN

with the B vectors for NN bonds for each unit cell (each bond
is counted once)

1 3143
BII\INZ __7_£1_7£1070 )
q 2 22 2
BY} = (0,0,1,0, — 1,0),

w (1 V3 13
B3,q = _’__70’07__’_ )
2 2 22

pw_ (1 V3 1e—i(%qx+§qy)
4’q 21 2 72 )
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¢_§

5 e—i(éq)-&-fq_‘v),()’o) i (A8)

BYY = (0,0, —¢7'4,0,1,0),

Bg“; — (l _ é,0,0, _ le*i(*%q,ﬁ?%)

2’ 2 2 ’
ée—x—;w?qﬂ) ,
2

and the B vectors for NNN bonds for each unit cell

3 .1 . 3 1
Bll\INN _ \/_e""*,—e_”"‘,0,0, _ £ —
q 2 2 2 2

o1 V3
BYYN = (0,0,0,e 7G4+ 59,0, — 1),

Bls‘TNN — \/_g,l’(),(), _ J_ge—i(%qx+%§q)')7
q 2 2 2
1 g +Lq)
——e 24x T 2 4y s
2
B _ _ﬁ’l,ﬁgi(f%w%ﬂ,
q 2 22
_%ei(él];Jr?%)’O’O) ’ (A9)

i1 V3
BN = (0,0,0,1,0, — ¢ Hart Fa)),

BNNN _ _“/_geiqx leiqx £ _ l 0.0
6,q 2 i) T2 27

APPENDIX B: CALCULATION OF THE ASYMPTOTIC FOR
OF THE f(k,,,®) FUNCTION AT SMALL «,,

A. The reduced dynamical matrix

To calculate the asymptotic form of f(«,,,w) we first
simplify the problem by reducing the dynamical matrix into
the space of its three low-energy modes by integrating out
its three high-energy modes [15]. The resulting low-energy
dynamical matrix is conveniently represented in the basis of
longitudinal and transverse phonons and the rotational mode

(mode v3),
o qxVi +f] V2 —(gyV] +61x‘)2
(UI’VZ’VZQ) = ( |q| - s - |q| ,l)3> s (Bl)

in which the dynamical matrix takes the form

3, 2 2
= 0 4= cos 30
D® =k 0 z ~Lsin30 | (B2)
2 2, 2 6 »
Tecos30) —%sin30 L4

in leading order of small « and quadratic order in ¢ (the cross
term of order k,,q” is considered higher order and has been
dropped).
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Eigenmodes of the dynamical matrix are identified by
diagonalizing D®. Strong mixing between the transverse
mode and the rotational mode occurs along g, = 0 (i.e.,6 = 0)
and symmetry equivalent isostatic directions. The resulting
two eigenvalues (by diagonalizing the lower right 2 x 2 block)
are

2

2
wA(q) E + 3Km - (?6) + (3’(;71)
(B3)
2 q2 2
B(@) = T+ 36+ () + G,
obtained from the quadratic order of the renormalized 3 x 3

matrix D®. The lower eigenvalue cb%corresponds to the

anomalous mode, which is close to the transverse mode vé
(which is simply v; for g, =0 direction) for g, < g}, =
43k [k . For q, > qj, this anomalous mode corresponds
to the linear combination of (v, — v5)/2, which is actually the
floppy mode of the kagome lattice in the «,, — 0 limit, in
which &4 — 0.

B. Leading order divergence of f(k,, ,®)

The function f(k,,,®), as given in Eq. (33), can be analyzed
using the simplified dynamical matrix (B2), which is the
leading order form in small «,, and g. Thus, we can obtain
an asymptotic analytical calculation of the integral f by
projecting from the six-dimensional basis in Eq. (12) onto
the three-dimensional basis in Eq. (B1) built from the three
low-energy modes of the system

 em,w) = — / _a_ I - Ggl@) - BYYN
187 872//3
~ [ 24 gy el
18z 872//3
Gy(w)- 0T - BINY, (B4)
where
@& & 4 & 4 4
V3¢ 3q Vg N N N
o= -2 & _L 4 _ Db 4 (B5)
- V3¢ 3q V3¢ V3q V3¢ V3q
1 1 1 1 1
5 0 A oA 2

is the orthogonal transformation from the basis of u, =
(e 105U, 1,y5 2 x Ue 0.y, 35,1 3,y) tO the basis (v],v5,v5)
in Eq. (B1) with the longitudinal, transverse, and rotational
modes. In these new bases, the dynamical matrix is modified by
integrating out the high-energy modes and keeping to leading
order in small «,, and ¢, which lead to the simple form of
Eq. (B2) [15], and thus the Green’s function can be analyzed
correspondingly. Note that we use the Green’s function Gq(a))
calculated from the renormalized dynamical matrix (B2),

1 1
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so it is different from the bare value © - G4(w) - OT. The
transformed BYJ™ vector in the basis of (v{,v3,13) takes the
form

(e7'% — 1)(3qx + v/3qy)

6lq|
(e7'% — 1)(+/3q, —

6lq|

The leading order term of this integral in small «,, is from
vé, the anomalous mode, which has a small frequency of order
/km over the whole range of momentum from g to the edge
of the Brillouin zone along the isostatic directions, and thus
corresponds to diverging contributions to the f integral in
small «,,.

For an approximation of the f integral at small «,,, we use
the dynamical matrix of the form (B2), which is kept to leading
order in «,, and quadratic order in g. At small momentum, the
dynamical matrix (B2) is diagonalized by the basis (v],v5,15),
and the Green’s function Gg4(w) takes the form of a diagonal
matrix

3

3‘1)

1(1+ 4 B6
3 e'")). (B6)

~ . 1 1 1
Ggy(w) = Diag (a)z—ﬁya)z—qz’wz— q2> , (B7)

16 16 6Km — 15

which is isotropic and valid for small momentum |q| < g7,.
Thus, the small momentum region contributes to f the
following terms:

Foiop, ) = _/ dq.dq, | (1 —cosq.)(3q. ++/3¢,)
- al<q;872//3

+(1 — COS Qx)(x/g% - 36]}})2

2 2
18(q2 + ¢2) (? — 52)

18062+ 7)o - 15)

1 + cos
2(w? — 6k — X16 y)
At large momentum, the dynamical matrix can be diago-

S
\)24-\)3 Vy—V3

NCIRG)

(B8)

nalized to leading order in «,, in the basis (v{,
which By 4 takes the form

((e-fq-r — DB3qx +v34,) (e7% —1)(/3qx — 3qy)

), in

6lq| 6+/2|q|

(e7" — 1)(+/3q, — 3¢q,)

1 +e —iqx
23 . 6+/2|q|

2f

+L(1 +e7')
2V2 ’

and the Green’s function G4(w) takes the form of a diagonal
matrix

(B9)

1

e 2 _ 3a+ar) "2 —
16

Gq(@) ai+a}’
15 6K — 5

w? —

(B10)

2 )

QSwM - qy(

On— QS[QM“)S
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which is for the direction of g, = 0, and we have used the
approximated form (20) of w%, which represents the dispersion
relation of the anomalous mode at large frequency, as depicted
in Fig. 4. For this calculation we use the small «,, values
(a)§)2 = 3k,, and (a)j“,l)2 = 3k,.

For the other two directions one should change the third
term in Eq. (B10) from ¢ into the perpendicular direction

lgyl
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of the two isostatic directions accordingly. Thus, we need to
divide the first Brillouin zone into three parts (|6 — 7 /2| <
/6,0 — /6] <m/6,and |0 — 57 /6] < m/6) and integrate
each of them out separately and then calculate the sum. Here
we just do the | — /2| < /6 part as an example, which
uses the form of the Green’s function in Eq. (B10). This part
of the integral is

(1 — COS q,r)(3CIx + \/§Qy)2

Foz () 2 /”d 7 a
> 2 Kp,®W) = ——(——= X
: se /3 o, e

(2 + cos g,)g? + V/3(1 — cos g, )q.qy + 3¢}

v 18(q2 + ¢2) (a)2 -

16

(2 + cos g.)g? + V/3(1 — cos g, )q.qy + 3¢}

2 2
qi+a;
6Ky — = ")

6(q? + qf) (‘"2 - 16

and the integral for the other two directions can be calculated
similarly.

The leading order contribution to f(k,,,®) in small k,, is
from the third term in Eq. (B11), which represents the isostatic

layl

(B11)

Ouws—Qsw; _qv(wz_wz ) 3q2 ’
2 2 2 S M_AYNTS M qx
6(qx +qy) (a) - Om—0s ~ 16

mode. We first consider the @ = 0 case, for which the leading
order term of f(x,,,w) is

(2 + cos g.)g? + ~/3(1 — cos g, )qxqy + 3¢?

£z 10.06n,0)

o] b
q2

2 *3
- 872/V3 /

QMCUS*QS(UM*‘])’ (wsfw/zvl) 31])
T 76

y Ou—0s
2 /3@ g 2 cos qx)qﬁ ++/3(1 = c0s 4.)q.qy + 3¢} P LV
~_ y “ —=8(qx
872/43 s 6(q2 + 42) \/ Ot 0sey—a, (eh3y) V3
Ou—0s
21 — V23
2= B12)
A/ Km

where we took the limit of k,, — 0 and make use of the identity
lim,_¢ ﬁ = (m/a)é(x). Adding up the contribution from
0 = /6 and 8 = 57 /6 part we have

5(1 — /2/3)

fl,n.(Km ’O) jad M

(B13)

layl

S

Other terms in Eqs. (B8) and (B11) contribute higher order
terms in small «,,, and are discussed in Sec. IV C.

In the case of w > 0, the leading order term can be

calculated in a similar way

g (2 + cos gx)q? + V/3(1 — cos 4x)qxqy + 3¢7

3
dqx
lgyl

Fx10.(6m0) 2 /3 d /
T 1o (km,0) = ———— ,
Plo 872/3/3 @ D _

27

4y Quws—Qswy—qy (wzy_wz ) 3q2
2 2 2 s m 4, M q?
V3 6(q + qy) (a) — ” . -3¢

N 2 /‘ﬁ dq 1
T 8n2/3 S )
N3 e 2(4/@/ o

27i(16/3) 2 ? ?
~ 3-2 - h-2) B4
 Owad- 050} —qy (w30} ) 3km Km m

The g, integral can either be evaluated using the § func-
tion trick by assuming an infinitesimal imaginary part of
w(w — w+i8) or by extending the integral limit of g,

Ou—0s

to (—oo0,00) (because the integrand decays fast when g,
is large) and using contour integral. We also assumed that

\/ Quor— QSwM q‘(w5 @) — w?| « 1 to make the simplification

011111-12
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that cos ¢, >~ 1. Adding up the contribution from 6 = /6 and
6 = 57 /6 part we have

~ RGN P B15
fl.o.(Kmva))— m a a . ( )

Other terms in Egs. (B8) and (B11) contribute higher order
terms in small «,, and are discussed in Sec. IV C.

C. Correction at small frequencies

To get the correction to the asymptotic solution of «,,(P,w)
as in (B15), in particular the small imaginary part rather than
zero at small frequency, we calculate the imaginary part of f
at small frequencies and solve for the correction to «,,(P,w)
perturbatively in the CPA equation.

Because we consider small frequencies w~ < «,,, the con-
tribution is from the two acoustic modes, which are isotropic,
and thus can be calculated as

2 q}fl 2
Imf; >~ ——/ d / do
Ji 872773 Jo g q

1 | €2cO8” 0GB cosb + V3sind) |20 ,
18(w? — 2q% + i)

2

~ —w,
27
(B16)
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and

2 qn 2
Im :__/ d/ s
Jr 872/73 o q ; q

g% cos?0(+/3cos 6 — 3sinh)? )
x Im T ~ 4o°.
18(c? — g2 + i6)

(B17)

Thus we have the correction to Eq. (B15) that is valid for small
w as

5 w? w? 128
) = 3- 2 o) it
[k, ) e <\/ . \/ Km)—i—l 7 @
(B18)

We then solve the leading order CPA equation in small «;,
nonaffine regime perturbatively using this corrected form of f
at small w and get

256 3/2
km(P,w) = P p——— L0 ia)z, B19
where « is the zeroth-order solution (42). This correction is
very small and cannot be observed in our numerical solutions
within precision.
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