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The “edge” of the Antarctic polar vortex is known to behave as a barrier to the meridional (poleward)
transport of ozone during the austral winter. This chemical isolation of the polar vortex from the middle and
low latitudes produces an ozone minimum in the vortex region, intensifying the ozone hole relative to that
which would be produced by photochemical processes alone. Observational determination of the vortex edge
remains an active field of research. In this paper, we obtain objective estimates of the structure of the polar
vortex by introducing a technique based on transfer operators that aims to find regions with minimal external
transport. Applying this technique to European Centre for Medium-Range Weather Forecasts (ECMWF)
ERA-40 three-dimensional velocity data, we produce an improved three-dimensional estimate of the vortex
location in the upper stratosphere where the vortex is most pronounced. This computational approach has wide
potential application in detecting and analyzing mixing structures in a variety of atmospheric, oceanographic,

and general fluid dynamical settings.
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I. INTRODUCTION

Stratospheric ozone in the Southern Hemisphere high lati-
tudes has decreased dramatically since the early 1970s. This
long-term trend has been attributed to a combination of natu-
ral and anthropogenic factors [1-4]. In particular, it has been
discovered that the ozone depletion in the lower stratosphere
of the Southern Hemisphere is particularly pronounced, due
in part to a strong barrier to meridional transport between
middle and high latitudes during the austral winter and early
spring [1]. Barriers such as these, which often coexist with
turbulent mixing, play a major role in the dynamics of the
stratosphere. The polar vortex is a known strong barrier to
transport, enclosing a persistent, nondispersive, coherent re-
gion over the high latitudes. Our aim in this paper is to
precisely determine the spatial location and movements of
this coherent region, improving significantly over existing
methods of estimation. Our study focuses on the upper
stratosphere where the polar vortex is best developed.

It is common meteorological practice to diagnose the po-
lar vortex edge at the position of maximum meridional gra-
dient of potential vorticity (PV). Potential vorticity is a quan-
tity combining measures of circulation and stratification
which is materially conserved for adiabatic, inviscid flow
(both of which are good approximations in stratospheric flow
over time scales of a week or two). It can be shown that
strong PV gradients produce a ‘“restoring force” inhibiting
meridional motion of air parcels [5]. Nevertheless, PV gra-
dients alone provide only indirect measures of mixing barri-
ers. In contrast, the present study characterizes regions of
minimal mixing directly in terms of the transport properties
of the observed stratospheric flow. We present a mathemati-
cal technique to determine the polar vortex location at differ-
ent times, directly as coherent structures in observed velocity
fields. Lagrangian PV-based measures of the vortex such as
those presented in [6] are complicated by the fact that PV is
generally a noisy field (as vorticity is the curl of the velocity
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field). The velocity field is generally much smoother; barriers
to mixing estimated from the velocity field can be expected
to be less sensitive to (poorly-observed) small-scale features
of the flow.

In addition to the PV-based method, techniques based on
Lyapunov exponents have been investigated. The application
of the finite-time Lyapunov exponent (FTLE) field to atmo-
spheric flows can be traced back to the work of Pierrehum-
bert [7] who identified and characterized the chaotic mixing
in a kinematic flow model; mixing regions appeared to have
large exponents whereas small or vanishing exponents indi-
cated a region of transport barriers. The spatial variation of
the FTLE field was also used to identify mixing zones and
transport barriers in Northern Hemisphere atmospheric data.
Mizuta and Yoden [8] used a two-dimensional (2D) barotro-
pic model to study an idealized stratospheric polar vortex.
The finite-time Lyapunov exponent field of quasiperiodic and
aperiodic solutions for this model reveals a transport barrier,
which coincides with the curve of the maximal PV gradient.
A similar methodology based on the finite-size Lyapunov
exponent (FSLE) was applied by Koh and Legras [9] to the
ECMWF wind data on the 500 K isentropic surface. The
results showed that the large Lyapunov exponent does not
necessarily locate the vortex boundary but rather delimits a
region of chaotic mixing called the “stochastic layer” in [9],
whereas the vortex “edge” (the curve of the maximal PV
gradient) appears as an interior envelope of this mixing re-
gion, which approximately follows the curve of the maximal
PV gradient. They also compared the structure of large
FSLE with that of high hyperbolicity strength, calculated
based on the Lagrangian hyperbolicity proposed in Haller
[10], and found that the two structures are consistent with
one another. Furthermore, Nakamura [11] applied the modi-
fied Lagrangian-mean (MLM) diagnostics to identify trans-
port barriers. The method quantifies the barriers based on the
degree of transport and mixing using nitrous oxide as a
tracer; the edge corresponds to the location of concentrated
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tracer gradient. While geometric approaches like FTLE fields
have demonstrated some correlation with transport barriers,
FTLEs need not identify minimally dispersive regions. For
example, Froyland and Padberg [12] have shown that regions
enclosed by FTLE ridges do not always represent maximal
transport barriers. Other authors (e.g., [13,14]) have noted
shortcomings of the FTLE-based approach: potential ambi-
guity in multiple FTLE “ridges,” ambiguity over flow dura-
tion for FTLE calculations, and a lack of correspondence
between the strength of the ridge and the dispersal of mass
across the ridge.

Our approach directly identifies minimal transport struc-
tures to high accuracy by quantifying fluid flow, and has a
broad range of potential applications to geophysical fluids.
For example, transport properties in other long-lived atmo-
spheric coherent structures such as blocking highs are of in-
terest. There is also increasing interest in the transport prop-
erties of mesoscale (on the order of 10 to 100 km in
diameter) ocean eddies and their influence on biological pro-
cesses within the upper, sunlit part of the water column
[15,16].

II. INPUT DATA AND NONAUTONOMOUS FLOW

Our input data consists of three-dimensional velocity
fields obtained from the ECMWF ERA-40 data set (http://
data.ecmwf.int/data/index.html). The data are on a three-
dimensional grid with 2.5° resolution in the latitude and lon-
gitude direction (144 by 73 grid points over the Southern
Hemisphere). Vertical coordinates are in units of hPa, with
data provided at five pressure levels (3, 5, 7, 10, and 20 hPa).
We use 62 days of six-hourly velocity fields from August 1
to September 31 in 1999. The velocity fields will be interpo-
lated linearly in space and in time; thus we can only aim to
detect features at the resolution of the data provided. While
we recognize that there may be biases in the reanalysis data,
particularly in the upper pressure levels near the model’s
upper boundary, the purpose of this study is to demonstrate
the ability of the transfer-operator approach to characterize
coherent sets in highly unsteady flows. A more complete cli-
matology of the polar vortex would require a more careful
consideration of the data set under consideration.

Our interest is focused on the Lagrangian dynamics in the
higher latitudes of Southern Hemisphere. Therefore, we will
work on the phase space X=S' X[-90°,-30°] X D, where §'
is a circle parameterized from 0° to 360° and D=[3,20]
denotes the range of pressure in hPa. The Lagrangian motion
of passive tracers is represented by their trajectories x(r)
:=®(x,7; 7), where the flow map ®: X X R X R— X is a func-
tion of time 7 and gives the terminal point ®(x,z;7) in X of
a particle initially located at x € X at time ¢ and flowing for 7
time units. The flow map ®(x,,7,; 7) is obtained as a solution
of the nonautonomous ODE %z f(x(r),r) with initial condi-
tion x(zy)=P(xy,%5;0), where f(x(z),t) in this report is the
prescribed velocity data.

III. ALMOST-INVARIANT SETS, COHERENT PAIRS, AND
TRANSFER OPERATORS

We shall be interested in finding a pair of sets A;,A,,, at
times 7 and 7+ 7 so that ®(A,, ., 1+ 7;,—7) = A, (the pullback of

PHYSICAL REVIEW E 82, 056311 (2010)

A,,, from time ¢+ 7 over a duration 7 is approximately equal
to A,). One could equivalently state this condition as
D(A,,1;7)=A,,, (the flow forward of A, at time 7 for a du-
ration 7 is approximately equal to A,, .. For reasons of math-
ematical convention (to be consistent with the mathematical
definition of measurability) we will work with the pullback
approach. Moreover, this pair of sets should retain this prop-
erty even when some diffusion is added to the system. Let
be a probability measure that is preserved by the flow at all
times. We call A,,A,,, a (py,t, 7)-coherent pair if

P,u,(At’Azw = ulA, N OA, Lt + 75— D]/u(A) = po, (1)

and u(A,)=pu(A,,,). The condition on addition of diffusion is
important. Clearly, there are many (py,?,7)-coherent pairs
according to the above definition without diffusion. One may
simply select any set A,CX and define A, ,=®P(A,,1;7) to
produce a (1,¢, 7)-coherent pair. In chaotic systems, such an
image set A,, , is likely to be significantly less regular than A,
because of stretching and folding. We are seeking
(po,t,7)-coherent pairs with both sets regular. The require-
ment that Eq. (1) hold under diffusion acts as a selection
principle, removing uncountably many irregular sets, and se-
lecting pairs that are robust to perturbation.

To identify sets satisfying Eq. (1), we use a transfer op-
erator P, .:L'(X,m)O defined by

P, &) = g[®(x,t + 73— 7)] - |det DP(x,1 + 73— 7)

., (2)

where m is the normalized Lebesgue measure on X. If g(x) is
a density of passive tracers at time #, P, ,g(x) provides their
density at time r+7 induced by the flow ®. The term
gl®(x,t+7;—7)] “looks back” to time ¢ and takes on the
value of the density at the 7-preimage of x. The term
|det D®(x,t+7;—7)| is a normalization term to ensure that
P, .8 is a density if g is a density.

In the autonomous setting, eigenfunctions f of P, . (=P,
for all ¢) corresponding to positive eigenvalues A= 1 were
used to find almost-invariant sets [17-20]. The key point of
difference between these prior studies and the present work
is that the sets studied previously do not move significantly
over the time duration studied, while our present work seeks
highly mobile coherent sets, which are far from being
almost-invariant. The theory and numerics we introduce in
the next section are specifically designed for nonautonomous
or time-dependent systems.

In practical computations, diffusion will be introduced via
a finite-rank numerical approximation of the transfer opera-
tor P, ,. Our technique for identifying coherent pairs, de-
scribed in Sec. IV, will be based on the spectral properties of
these numerical approximations of P, , (based on singular
vectors, rather than eigenvectors, which have been used in
prior work). At the operator level, numerical diffusion win-
nows the spectrum of P, ., reducing an uncountable spectrum
to a finite set of spectral points. There is good evidence, both
theoretical and numerical, to suggest that this spectral reduc-
tion process is very stable, in particular for the large spectral
values which are of most interest to us. A precise description
of the spectrum of P, ; for general dynamical systems is still
an open problem; the main technical difficulty is the devel-
opment of suitable Banach spaces for the transfer operator to
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act upon. For simpler dynamical systems, such expanding
interval maps [21] and two-dimensional uniformly hyper-
bolic maps [22,23], it has been shown that large (isolated)
spectral values of P, and their corresponding spectral projec-
tors, are stable under diffusive perturbations, including per-
turbations resulting from our numerical “Ulam-based” ap-
proach (see Sec. IV). In addition, there have been numerous
numerical studies (e.g., [12,24,25]) that demonstrate the sta-
bility of the eigenvalues and eigenvectors of finite-rank nu-
merical approximations of transfer operators. Thus, there is
ample evidence that the selection procedure we will use for
identifying coherent pairs that are robust under diffusion is
itself relatively independent of the diffusion amplitude.

IV. NUMERICAL APPROACH

We partition X into a grid of boxes {B,, ...,B,}. The pres-
sure extents of the boxes are either 3-5, 5-7, 7-10, or 10-20
hPa. Each pressure layer consists of 6605 boxes of approxi-
mately equal cross-sectional area in the latitude/longitude di-
rections, leading to n=26 420 boxes in total. To numerically
approximate the transfer operator P, ., we construct a finite-
dimensional approximation based on Ulam’s approach [26].
We introduce an L' projection operator that will canonically
project L' functions onto the finite-dimensional subspace
spanned by characteristic functions of the boxes: B,
=sp{Xs,, .. Xp,}. Define m,:L(X)— B, by

s
() =2 (@Lifdm))@- 3)

i=1

The term in the parentheses [Eq. (3)] is the average value of

f over the box B;; thus ,(f) is the best L' approximation in

B, to f. Our matrix approximation to P, . will be the matrix

representation of P,  restricted to 3,. We will denote this

matrix representation by P((¢). If one has m(B;)=1/n for all

i=1,...,n, then this matrix representation has the form [27],
m[B; N ®(B,t + ;- 7)]

(D7), =
P7(1); n(B) , (4)

where m is a normalized volume measure in (lat, lon, pres-
sure) coordinates. Partitions with unequal box volumes are
also easily treated [36]. The entry P{”(¢), ; may be interpreted
as the probability that a point selected uniformly at random
in B; at time ¢ will be in B; at time ¢+ 7. The matrix PO(r) is
row stochastic and thus its leading eigenvalue is 1. If u is
ergodic, with a positive density with respect to Lebesgue,
then P7(r) is irreducible (Proposition 2.3 [28]). By the
Perron-Frobenius theorem (see e.g., Theorem 1.4 [29]), the
eigenvalue 1 is simple, and the corresponding left eigenvec-
tor p is strictly positive. The vector p, normalized so that
2% ,p;=1 is the invariant measure of the n-state Markov
chain with transition matrix P{7(r). We will use the vector p
to define a probability measure u, on X by u,(B’)
=2 m(B'NB,)p; for any measurable B’ CX. Note that
u(B;)=p; for all i=1,...,n. The Markov chain governed by
P?(r) may be considered to be a small random perturbation
of the original flow ® (Lemma 2.2 [30]). The measure wu, is
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the natural invariant measure for this slightly perturbed sto-
chastic system.

The discretization naturally produces a diffusion at the
level of box diameters. Our boxes are of approximately the
same size as the ERA-40 grid resolution (the four pressure
levels of our boxes extend between the four ERA-40 pres-
sure levels considered, and on each pressure level there are
6605 boxes compared with 3504 ERA-40 gridded data
points). Thus, we do not attempt to resolve structures at reso-
lutions finer than those supported by the ERA-40 gridded
data.

We estimate P(T)(t),-,j by

P(T)(t)[’J =~ #{6:}1[,( S Bi,(D(yi’g,t;T) S Bj}/Q’ (5)

where y; ¢, €=1,...,0 are uniformly distributed test points
in B; and ®(y; ¢,7;7) is obtained via a numerical integration.
We set Q=147 (seven equidistant sample points in both the
longitude and latitude directions and three equidistant sample
points in the pressure direction) in our experiments and cal-
culate ®(y,¢,7;7) using the standard Runge-Kutta method
with step size of 3/4 h. Linear interpolation is used to evalu-
ate the velocity vector of a tracer lying between the data grid
points in the longitude-latitude-pressure coordinate. In the
temporal direction, the data are affinely interpolated indepen-
dently in the longitude, latitude, and pressure level direc-
tions. The step size of 3/4 h is small enough to guarantee that
a tracer will usually not flow to a neighboring data grid set;
this limits the numerical integration error.

As before, we assume that the mass density of particles in
X is at equilibrium and denote the fractional mass of particles
contained in B; by p;, so that 2, p,=1. Introduce a weighted
inner product {x,y), =X x,y;p;. For later use, we note that

one has (xP(T)(t),y)p=(x,y13(7)(t))p for all x,y € R", where

IA’(T)(I),-’ i=P(T)(t) ;,iP;/ pi is the standard reverse time transition
matrix from time 7+ 7 to 7 (see, e.g., Sec. 6.2 [31]).

Our approach to finding a coherent pair is intuitively
based upon seeking a solution to

(WP (1), wP(1)),

<W’W>p

(6)

we{*1}"

We think of A,:=U;,,_,B; and A{:= U, _B; as a coherent
partition of X. The parity of the vector w determines the
inclusion of boxes in the sets A, and A;. The numerator in
Eq. (6) represents the size of the forward image of the vector
w. If there is little transport from A, to ®(A{,#;7) and from
A; to D(A,,1;7) (so A, P(A,,1;7) and A7, P(A7,1;7) are both
coherent pairs), this numerator will be large. To produce non-
trivial partitions (avoiding trivial partitions such as {X, @} or
{X\A,A} where A is very small in u-measure), we may need
to place lower bounds on the masses of both A, and A;.
Such a balanced bisection problem is combinatorially
hard to solve. Therefore we remove the discrete condition
we{x1}", allowing w to float freely in R”. Now the ele-
ments of w represent a “fuzzy inclusion;” if w; is very posi-
tive, then B, is highly likely to be included in A,, and if w; is
very negative, then B; is highly likely to be included in A7. If
w; is near to zero, then where the box B; belongs is less
certain and will be determined by an optimization procedure
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described later. To effect a balancing of mass between posi-
tive and negative components of w, we must insert the con-
dition (w,v),=0, for some nonnegative test vector v € R".
The continuous problem now reads

WP(1),wP(1)),

w#0 <W, W)p
<w,v)l,=0

(7)

Letting D;;=8;;p; and noting that (w,v),=(wD'?,vD"?),,
one has

(wP?()D"?,wP(1)D'?),
max
w0 (wD"2,wD'"?),
<WD1/2,UD1/2>2=0
(2R SOVIGE

¥%0 I3
(,2)2=0

(7)=

)

where y=wD'? and z=vD'?. From the Courant-Fischer
Theorem (see, e.g., Theorem 4.2.11 [32]) we see that setting
z to be the leading left singular vector of D~'2P()()D!/?
(under multiplication on the right), the maximizing y will be
the left singular vector of D~?P((£)D'? corresponding to
the second largest singular value. As D~"?P?()D"? is non-
negative, if P()P7(r)T is irreducible (very likely for cha-
otic systems), by the Perron-Frobenius Theorem, z will be
strictly positive, and thus will serve well as a candidate to
enforce the balancing condition (y,z),=0. Having obtained
the maximizing y, we can now easily compute the maximiz-
ing w=yD™2, which we write as w(f) to emphasize it de-
scribes the fuzzy partitioning at time ¢. Similarly, we may
obtain y’, the right singular vector corresponding to the sec-
ond largest singular value of D™"2P?(r)D"2, and compute
w'=y'D™V2, which we write as w’(¢+7) to emphasize it de-
scribes the fuzzy partitioning at time 7+ 7. We assume that
w(t),w'(t+7) are normalized so that (w(t),w(t)),=1 and
w'(t+7),w'(t+7)),=1.

By the properties of the singular value decomposition,
one now has

(1) w(t)P (1) =sw' (1+17),

2) w' (t+D)PD(1)=sw(1),

(3) (WP (1), w(t) P (1)), =5

We now extract a coherent pair A} and A}, , from a pair of
vectors w(t) and w’(t+7). We create sets that are unions of

boxes with w-values above certain thresholds. Define AA;“(c)
= Ui:wi(t)>cBi and A;-T(C) = Ui:wi'(t+7')>CBi’ ceR. Denote
/'Ln[A:(C)]=Ei:wi(t)>cpi and Mn[A:{.T(C)]=Ei:wl.'(t+7)>cpi' Sets Ar
and A, , that are arbitrary unions of boxes B; can be repre-
sented as A,=U,~E,[Bi and A,+T=U,-E,I+TBZ-, where I, and I, ;
are the corresponding sets of box indices. For such A,,A,,
we define

E piP(T)(t)ij/E Di-

iel,jel, iel,

Pu(ApAL,) =

The quantity p, measures the discretized coherence for the
pair A;,A,, . Our procedure is summarized below:
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(1) Let 7(c)=arg min.: x| s, [A} (€)1 [ A7, (c")]]. As g,
is preserved by the approximate Markov chain dynamics

[Eq. (4)], the w,-sizes of Af(c) and A}, (c’) should be con-
strained to be equal. This necessitates possibly different
thresholds ¢ and ¢’ for the “fuzzy inclusion” vectors w(z) and
w'(t+ 7), respectively.

(2) Set c*=arg max, ., p,{A7(c),A’, [7(c)]}. The value of
¢” is selected to maximize the coherence.

(3) Define A} :zA;'(c*) and A;T::A;T( 7(c*)), as the opti-
mal pair of coherent sets produced by this search heuristic.

The major computational cost is the construction of P(*.
The calculation of large singular values and corresponding
singular vectors is relatively quick, as P(” is very sparse and
iterative methods for sparse matrices may be used. The con-
struction of P'” requires numerical integration of Q X n tra-
jectories for a flow duration of 7 time units. The trajectory
computations are of course highly parallizable, and further
computational savings might be made by reusing already
computed trajectory segments to link with new trajectories
when the latter pass nearby [33].

V. NUMERICAL RESULTS

We computed the SVD of D™'?PW(7)D'? at r=14 with
7=14 days to obtain the left (respectively, right) singular
vectors y (respectively, z) and hence w(14) and w’(28). Fig-
ure 1 illustrates the vectors w(14) and w'(28) with the com-
ponents monotonically rescaled to uniformly distributed val-
ues between 0 and 1. The highlighted part of these vectors
describes the most coherent pair of sets. We now threshold
w(14) and w'(28) using the algorithm described above to
extract the corresponding pair of coherent sets; see Fig. 2.
We find the optimal coherence ratio is p,(A4,A,5) =0.7902;
this means that about 21% of the mass in A}, on August 14,
1999 falls outside A,g on August 28, 1999.

We now compare our coherent pair of sets to sets defined
by contours of potential vorticity (PV). A common approach,
developed in [34,35] is to define the vortex boundary as the
isoline of the largest gradient of PV w.r.t. the equivalent lati-
tude. We employ this approach to define potential coherent
pairs at =14 and r=28. We additionally enforce the con-
straint that the mass enclosed by a PV isocontour at =28 is
approximately equal to the mass of the set enclosed by the
determined PV isocontour at =14. The computational cost is
relatively low, as the PV values have already been provided
by the ERA-40 reanalysis.

The two-dimensional plots of PV-determined coherent
pairs at =14 and =28 are compared with the coherent sets
in Fig. 2. To estimate the transport of particles from the
inside the set at r=14 to outside the set at t=28, we use a
method similar to the contour crossing method introduced in
[6]. The tracer particle is considered to be outside the bound-
ary if its potential vorticity is larger than that of the bound-
ary. Note that the contour crossing method is originally de-
veloped to estimate the transport on the 2D isentropic surface
but we would like to extend its utility to estimate the trans-
port across the boundary surface. Therefore, we interpolate
the PV at the final time (r=28) to obtain the PV at the par-

056311-4



OPTIMALLY COHERENT SETS IN GEOPHYSICAL FLOWS:...

28 August

14 August

PV at 14 August

FIG. 1. (Color online) Left column: the vector w(14) shown for
the pressure levels 3-5, 5-7, 7-10 and 10-20 hPa. The 4 X 6605
=26 420 components of w(14) have been mapped to the values
1/26 420,2/26 420....,1, preserving their order. Center column:
w(28). Right column: potential vorticity (km? kg~!' s7!) at levels 3,
5, 7, and 10 hPa on August 14, 1999 (t=14).

ticle’s final position. We also interpolate the PV of the
boundaries of the set at r=28 along the pressure coordinate
to determine the boundary at the pressure level the advected
particle resides in. This calculation shows that the fraction of
particles initially inside the surface at r=14 remains inside
the boundary surface at =28 is approximately 0.7204.

t=14

t=28

FIG. 2. (Color online) Comparison between coherent pair and
PV surface boundary. The optimal coherent set A4 and A,g (shaded,
in red) obtained from thresholding the vectors w(14) and w'(28).
The coherent ratio p,(A4,A,5) =0.7902. The blue (solid curve) in
each plot shows the PV surface boundary obtained from the maxi-
mum PV gradient w.r.t equivalent latitude.
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The similarity between the broad outlines of the polar
vortex boundaries as diagnosed by the two approaches is
striking. Although the transfer-operator approach yields co-
herent pairs with somewhat (9.69%) greater coherence, these
two distinct approaches have yielded similar structures. Note
that PV is not exactly conserved for this flow (due to diabatic
processes and to irreversible small-scale mixing not captured
by the reanalysis fields); an appealing feature of the transfer-
operator approach is that it is based strictly on the velocity
field without any assumptions beyond mass conservation.

It is important to note that the finer features detected by
the transfer-operator approach (relative to the PV
approach)—in particular the polar hole—may reflect spuri-
ous features of the reanalysis upper-stratospheric velocity
field. The analysis presented in this study represents a “proof
of concept,” illustrating how the transfer-operator approach
can diagnose coherent sets in complex flows of geophysical
relevance. In particular, we have shown that the essential
features of the polar vortex can be diagnosed from two com-
pletely distinct methods: the PV approach (which is specific
to rotating fluids) and the quite generic transfer-operator ap-
proach. More detailed analyses of the polar vortex will make
use of more accurate and higher-resolution velocity fields
(such as those from the ERA Interim Reanalysis) on isentro-
pic surfaces.

VI. CONCLUSIONS

The Antarctic polar vortex is a well-known feature of the
austral wintertime stratosphere separating polar and midlati-
tude air masses. The strong barrier to transport at the vortex
edge plays an important role in ozone dynamics, particularly
the development of the Southern Hemisphere ozone hole in
austral spring. Diagnosis of the vortex edge from observa-
tions is a challenging problem that remains a subject of ac-
tive research. Previous approaches to this problem have been
based on kinematic (following the advection of some tracer)
or dynamic (considering gradients of PV) arguments.

We presented a kinematic method of accurately estimating
the three-dimensional location of the vortex. This method
uses the velocity field to diagnose “optimally coherent pairs”
and was able to determine a significantly more accurate es-
timate of transport barriers, with almost 10% less external
transport from the identified vortex region than the PV-based
estimate. Future, more detailed studies will include an inves-
tigation of the climatology of the polar vortex on isentropic
surfaces throughout the stratosphere. Our computational ap-
proach for detecting minimal transport structures with high
accuracy has a broad range of potential application to studies
of transport and mixing in the atmosphere and ocean, and in
general fluid dynamics settings.
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