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We review the fictitious integrable system approach which predicts dynamical tunneling rates from regular
states to the chaotic region in systems with a mixed phase space. It is based on the introduction of a fictitious
integrable system that resembles the regular dynamics within the regular island. We focus on the direct
regular-to-chaotic tunneling process which dominates if nonlinear resonances within the regular island are not
relevant. For quantum maps, billiard systems, and optical microcavities, we find excellent agreement with
numerical rates for all regular states.
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I. INTRODUCTION

Tunneling of a particle is one of the central manifestations
of quantum mechanics. The prototypical example is the tun-
neling escape from a one-dimensional potential well through
an energy barrier. While classically the particle is confined
for all times, quantum mechanically the probability inside
the well decays exponentially, exp�−�t�, where � is the tun-
neling rate. It depends on the width and the height of the
barrier and can be predicted, e.g., using WKB theory �1�.
Tunneling vanishes in the semiclassical limit, where typical
classical actions are large compared to Planck’s constant.

Tunneling not only occurs for potential barriers but when-
ever the corresponding classical system consists of dynami-
cally disconnected regions in phase space, which has been
termed dynamical tunneling �2�. It occurs in Hamiltonian
systems which typically have a mixed phase space. Here
regions of regular motion, the so-called regular islands, and
regions of chaotic motion, the so-called chaotic sea, coexist.
While the classical motion is confined to any of these re-
gions, quantum mechanically they are coupled by dynamical
tunneling. In particular the fundamental process of regular-
to-chaotic tunneling describes the exponential decay of a
wave packet initially localized in the regular island to the
chaotic sea. The same coupling also leads to tunneling from
the chaotic sea to the regular island.

Dynamical tunneling also affects the structure of eigen-
states of systems with a mixed phase space. According to the
semiclassical eigenfunction hypothesis �3–5� the eigenstates
are concentrated either in the regular islands or in the chaotic
sea. Away from the semiclassical limit this classification still
holds approximately such that the corresponding eigenstates
are called regular or chaotic. However, each eigenstate has
contributions in the other regions of phase space due to dy-
namical tunneling.

Dynamical tunneling in a mixed phase space has been
studied theoretically �6–36� and experimentally, e.g., in cold
atom systems �37–39�, microwave billiards �33,40,41�, and
semiconductor nanostructures �42�. It is of current interest
for, e.g., eigenstates affected by flooding of regular islands
�43–46�, emission properties of optical microcavities
�34,47–49�, and spectral statistics in systems with a mixed
phase space �50–53�.

The concept of chaos-assisted tunneling was introduced

in Refs. �8–10�. It occurs, e.g., in systems with two
symmetry-related regular islands surrounded by chaotic mo-
tion in phase space. There it was observed that the energy
splittings �E between two symmetry related regular states
are typically drastically enhanced due to the appearance of
chaotic states, compared to an integrable situation. Chaos-
assisted tunneling consists of two processes: a regular-to-
chaotic tunneling step from a regular torus of one island to
the chaotic sea and a chaotic-to-regular tunneling step from
the chaotic sea to the symmetry-related torus. The energy
splittings �E show strong fluctuations �8–10,54� under varia-
tion in external parameters, as the distance between the en-
ergies of the regular doublet and the close-by chaotic states
varies. This was also observed for optical microcavities �29�
and microwave billiards �40,41�. In contrast to the energy
splittings �E the regular-to-chaotic tunneling rates � de-
scribe the average coupling to the chaotic sea, �= ��E� /�, as
shown in Sec. II D, and therefore do not fluctuate.

In the regime, h�Areg, in which the Planck’s constant h is
smaller but of the same order as the area Areg of the regular
island, quantum mechanics is not affected by fine-scale
structures in phase space, such as nonlinear resonances or the
hierarchical transition region. Hence, the direct regular-to-
chaotic tunneling process dominates. In Ref. �6� a qualitative
argument for the tunneling rates to behave exponentially as
��exp�−B /h� was given. One may write B=CAreg, where
the nonuniversal constant C has been calculated for various
situations in the semiclassical limit: for a weakly chaotic
system C=2� �30� was found and C�2� for rough nano-
wires �55,56�. The approach in Ref. �28� leads semiclassi-
cally to C=2−ln 4 which was corrected to C=3−ln 4 �57�.
However, this prediction does not describe generically
shaped regular islands as it uses a transformation of the regu-
lar island to a harmonic oscillator.

In order to find a quantitative prediction of direct regular-
to-chaotic tunneling rates for generic islands, we introduced
the fictitious integrable system approach �32,58�. It relies on
the decomposition of Hilbert space into a regular and a cha-
otic subspace by means of a fictitious integrable system
�8,28,30�. We require that its dynamics resembles the regular
motion in the originally mixed system as closely as possible
and extends it beyond the regular region. This leads to a
tunneling formula involving properties of this integrable sys-
tem as well as its difference to the mixed system under con-
sideration. It allows for the prediction of tunneling rates from
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any quantized torus within the regular island. This approach
was applied to quantum maps �32�, billiard systems �33�, and
optical microcavities �34�.

In the semiclassical regime, h�Areg, the fine-scale struc-
tures of the classical phase space can be resolved by quantum
mechanics. In particular, nonlinear resonances cause an en-
hancement of the regular-to-chaotic tunneling rates, which
has been termed resonance-assisted tunneling �18–21�. It
leads to characteristic peak and plateau structures in the tun-
neling rates as observed for near integrable systems �18,19�,
mixed quantum maps �20,21�, periodically driven systems
�22,23�, quantum accelerator modes �30�, and for multidi-
mensional molecular systems �26,27�. Quantitatively, how-
ever, deviations of several orders of magnitude to numerical
rates appear, especially in the experimentally accessible re-
gime where nonlinear resonances become relevant for tun-
neling. Recently, it was shown that a combination of the
direct regular-to-chaotic tunneling mechanism and the
resonance-assisted tunneling mechanism leads to a theory
which quantitatively predicts tunneling rates from the quan-
tum to the semiclassical regime �35�. For the application of
this unified theory it is essential to determine the direct
regular-to-chaotic tunneling rates.

In this paper we review the fictitious integrable system
approach for the prediction of direct regular-to-chaotic tun-
neling rates. The approach is derived in Sec. II. Numerical
methods for the determination of tunneling rates are pre-
sented in Sec. III. It is then shown how the approach can be
applied analytically, semiclassically, and numerically to
quantum maps in Sec. IV and two-dimensional billiard sys-
tems in Sec. V.

II. DYNAMICAL TUNNELING AND THE FICTITIOUS
INTEGRABLE SYSTEM APPROACH

We consider systems with a mixed phase space, in par-
ticular two-dimensional quantum maps and billiards. Their
phase space is divided into regions of regular dynamics and
regions of chaotic dynamics. We focus on the fundamental
situation of just one regular island embedded in the chaotic
sea �Fig. 1�a��. At the center of the island one has an elliptic
fixed point, which is surrounded by invariant regular tori. For
such systems the semiclassical eigenfunction hypothesis
�3–5� implies that in the semiclassical limit the eigenstates
can be classified as either regular or chaotic, according to the
phase-space region on which they concentrate. In order to
understand the behavior of eigenstates away from the semi-
classical limit one has to compare the size of phase-space
structures with Planck’s constant h. We discuss this exem-
plarily for quantum maps �59� which are described by a uni-
tary time-evolution operator U on a Hilbert space of finite
dimension N. Here we introduce the semiclassical parameter
heff=h /A=1 /N as the ratio of Planck’s constant h to the area
A of phase space. The eigenstates �	n� and quasienergies 
n
of U are determined by

U�	n� = ei
n�	n� . �1�

The so-called regular states are predominantly concentrated
on tori within the regular island and fulfill the Bohr-
Sommerfeld-type quantization condition

� pdq = heff	m +
1

2

, m = 0, . . . ,Nreg − 1. �2�

For a given value of heff there exist Nreg of such regular
states, where Nreg= �Areg /heff+1 /2� and Areg from now on is
the dimensionless area of the regular island. The chaotic
states mainly extend over the chaotic sea. Note that for sys-
tems with a large density of chaotic states the regular states
may disappear and chaotic states flood the regular island
�44,45�.

An important consequence of a finite heff in systems with
a mixed phase space is dynamical tunneling. It couples the
regular island and the chaotic sea, which are classically sepa-
rated. Hence, the regular and chaotic eigenfunctions of U
always have a small component in the other region of phase
space, respectively, see Figs. 1�b� and 1�c�.

The coupling of the regular and the chaotic phase-space
regions can be quantified by tunneling rates �m which de-
scribe the decay from the mth regular torus to the chaotic
sea. To define these tunneling rates one can consider a wave
packet started on this mth quantized torus in the regular is-
land which is coupled to a continuum of chaotic states, as in
the case of an infinite chaotic sea. Its decay e−�mt is charac-
terized by a tunneling rate �m. For systems with a finite
phase space this exponential decay occurs at most up to the
Heisenberg time �H=heff /�ch, where �ch is the mean level
spacing of the chaotic states. Alternatively, the tunneling
rates can be obtained from lifetimes of resonances in a cor-
responding open system, e.g., by adding an absorbing region
somewhere in the chaotic component, see Sec. III A.

In the regime, heff�Areg, where heff is smaller but compa-
rable to the area Areg of the regular island, the rates �m are
dominated by the direct regular-to-chaotic tunneling mecha-
nism, while contributions from resonance-assisted tunneling
are negligible. We concentrate on systems where additional
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FIG. 1. �Color online� �a� Illustration of the mixed classical
phase space corresponding to a quantum map U together with the
Husimi representation of �b� a regular and �c� a chaotic eigenstate
of U which both have a small component in the other region. �d�
Illustration of the classical phase space of the fictitious integrable
system Ureg. �e� Eigenstates �	reg� of Ureg are purely regular, while
�f� the purely chaotic states �	ch� extend in the chaotic region of
phase space.
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phase-space structures within the chaotic sea are not relevant
for tunneling. In the following we derive a prediction for the
direct regular-to-chaotic tunneling rates using the fictitious
integrable system approach �32�.

A. Derivation

In order to find a prediction for the direct regular-to-
chaotic tunneling rates, we decompose the Hilbert space of
the quantum map U into two parts which correspond to the
regular and chaotic regions. While classically such a decom-
position is unique, quantum mechanically this is not the case
due to the uncertainty principle. We find a decomposition by
introducing a fictitious integrable system Ureg. Related ideas
were presented in Refs. �8,28,30�. The fictitious integrable
system has to be chosen such that its dynamics resembles the
classical motion corresponding to U within the regular island
as closely as possible and continues this regular dynamics
beyond the regular island of U, see Fig. 1�d�. The eigenstates

�	reg
m � of Ureg, Ureg�	reg

m �=ei
reg
m

�	reg
m �, are purely regular in the

sense that they are localized on the mth quantized torus of
the regular region and continue to decay beyond this regular
region, see Fig. 1�e�. This is the decisive property of �	reg

m �
which have no chaotic admixture, in contrast to the predomi-
nantly regular eigenstates of U, see Fig. 1�b�. The explicit
construction of Ureg is discussed in Sec. II B.

With the eigenstates �	reg
m � of Ureg we define a projection

operator

Preg ª �
m=0

Nreg−1

�	reg
m ��	reg

m � , �3�

using the first Nreg eigenstates of Ureg which approximately
projects onto the regular island corresponding to U. The or-
thogonal projector,

Pch ª 1 − Preg, �4�

approximately projects onto the chaotic phase-space region.
These projectors, Preg and Pch, define our decomposition of
the Hilbert space into a regular and a chaotic subspace.

Introducing a basis �	ch� in the chaotic subspace we can
write Pch=�ch�	ch��	ch�. Here we sum over all Nch=N−Nreg
states �	ch�, which we call purely chaotic states, see Fig. 1�f�
for an illustration. The coupling matrix element vch,m be-
tween a purely regular state �	reg

m � and any purely chaotic
state �	ch� is

vch,m = �	ch�U�	reg
m � . �5�

From this the tunneling rate is obtained using a dimension-
less version of Fermi’s golden rule, see Appendix A,

�m = �
ch

�vch,m�2, �6�

where the sum is over all chaotic basis states �	ch� and thus
averages the modulus squared of the fluctuating matrix ele-
ments vch,m. Here we apply Fermi’s golden rule in the case of
a discrete spectrum, which is possible if one considers the
decay e−�mt up to the Heisenberg time �H=heff /�ch only.

Inserting Eq. �5� into Eq. �6� we obtain

�m = �PchU�	reg
m ��2 = ��1 − Preg�U�	reg

m ��2 �7�

as the basis of all our following investigations. It allows for
the prediction of tunneling rates from a regular state local-
ized on the mth quantized torus to the chaotic sea. Equation
�7� agrees with the intuition that the tunneling rates are de-
termined by the amount of probability that is transferred to
the chaotic region after one application of the time evolution
operator U on �	reg

m �. We want to emphasize that Eq. �7�
essentially relies on the chosen decomposition of Hilbert
space determined by the fictitious integrable system Ureg. A
similar expression for the tunneling rates was obtained from
a phenomenological Hamiltonian in Ref. �30�. Note that the
tunneling rate for the inverse process of tunneling from the
chaotic sea to the mth regular torus is also given by Eq. �7�
but with an additional prefactor of 1 /Nch due to the different
density of final states �46�.

1. Approximation for very good Ureg

In cases where one finds a fictitious integrable system Ureg
which resembles the dynamics within the regular island of U
with very high accuracy, Eq. �7� can be approximated as

�m 
 ��U − Ureg��	reg
m ��2, �8�

using PregU�	reg
m �
 PregUreg�	reg

m �=Ureg�	reg
m �. Instead of the

projector Pch in Eq. �7� the difference U−Ureg enters in Eq.
�8�. This allows for a semiclassical evaluation, which is pre-
sented in Sec. II C.

2. Approximation for nonorthogonal chaotic states

If one constructs chaotic states �	̃ch� from random wave
models �4�, they will not be orthogonal to the purely regular
states �	reg

m �. In this case we construct orthonormalized states

�	ch� ª c�1 − Preg��	̃ch� �9�

with normalization c. We find for the coupling matrix ele-
ments �Eq. �5��

vch,m = c�	̃ch�U − PregU�	reg
m � �10�


�	̃ch�U − Ureg�	reg
m � , �11�

where we use the approximations c
1 and again
PregU�	reg

m �
Ureg�	reg
m �. Equation �11� can now be inserted

into Eq. �6�, leading to

�m 
 �P̃ch�U − Ureg��	reg
m ��2, �12�

with P̃ch=�ch�	̃ch��	̃ch�.

3. Application to billiards

Two-dimensional billiard systems, which we consider in
Sec. V, are given by the motion of a free particle of mass M
in a domain � with elastic reflections at its boundary ��.
Quantum mechanically they are described by a Hamilton op-
erator H. The fictitious integrable system approach can also
be applied to billiards: we use a fictitious integrable system
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Hreg and its eigenstates 	reg
mn�q�, characterized by the two

quantum numbers m and n. We start from a random wave

model �4� for the chaotic states 	̃ch�q� which are not orthogo-
nal to the purely regular states. Using the approximation for
nonorthogonal chaotic states we obtain in analogy to Eq. �11�

Vch,mn = �
�

d2q	̃ch�q��H − Hreg�	reg
mn�q� �13�

for the coupling matrix element between a purely regular
state with quantum numbers �m ,n� and different chaotic

states 	̃ch�q�. The tunneling rate 
mn is obtained using Fer-
mi’s golden rule �Eq. �A1��,


mn =
2�

�
��Vch,mn�2��ch 


Ach�

4M
��Vch,mn�2� , �14�

where we average over the modulus squared of coupling ma-
trix elements Vch,mn between one particular purely regular
state and different chaotic states of similar energy. The cha-
otic density of states �ch is approximated by the leading Weyl
term �ch
Ach�

2 / �8�M� in which Ach denotes the area of
the billiard times the chaotic fraction of phase space. This
expression for �ch follows, e.g., from counting the number of
Planck cells h2 in the chaotic part of phase space �8�.

B. Fictitious integrable system

The most difficult step in the application of Eqs. �7� and
�14� to a given system is the determination of the fictitious
integrable system Hreg. Its dynamics should resemble the
classical motion of the considered mixed system within the
regular island as closely as possible. As a result the contour
lines of the corresponding integrable Hamiltonian Hreg �Fig.
1�d�� approximate the Kolmogorov-Arnold-Moser �KAM�
curves of the classically mixed system �Fig. 1�a�� in phase
space. This resemblance is not possible with arbitrary preci-
sion as the integrable approximation, for example, does not
contain nonlinear resonance chains and small embedded cha-
otic regions. Moreover, it cannot account for the hierarchical
regular-to-chaotic transition region at the border of the regu-
lar island. Similar problems appear for the analytic continu-
ation of a regular torus into complex space due to the exis-
tence of natural boundaries �7,11–14,18–20�. However, for
not too small heff, where these small structures are not yet
resolved quantum mechanically, an integrable approximation
with finite accuracy turns out to be sufficient for a prediction
of the tunneling rates.

In addition the integrable dynamics of Hreg should ex-
trapolate smoothly beyond the regular island of H. This is
essential for the quantum eigenstates of Hreg to have cor-
rectly decaying tunneling tails. According to Eq. �7� they are
relevant for the determination of the tunneling rates. While
typically tunneling from the regular island occurs to regions
within the chaotic sea close to the border of the regular is-
land, there exist other cases, where it occurs to regions
deeper inside the chaotic sea, as studied in Ref. �30�. Here
Hreg has to be constructed such that its eigenstates have the
correct tunneling tails up to this region, see Sec. IV A 3.

For quantum maps we determine the fictitious integrable
system in the following way: we employ classical methods,
see below, to obtain a one-dimensional time-independent
Hamiltonian Hreg�q , p� which is integrable by definition and
resembles the classically regular motion of the mixed sys-
tem. After its quantization we obtain the regular quantum
map Ureg=e−iHreg/�eff with corresponding eigenfunctions
�	reg

m �. For the numerical evaluation of Eq. �7� we use Pch
=1− Preg=1−��	reg

m ��	reg
m �, where the sum extends over m

=0,1 , . . . ,Nreg−1.
Now we discuss two examples for the explicit construc-

tion of Hreg. Note that also other methods, e.g., based on the
normal-form analysis �60,61� or on the Campbell-Baker-
Hausdorff formula �62� can be employed in order to find
Hreg. For the example systems considered in this paper, how-
ever, they show less good agreement.

1. Lie-transformation method

One approach for the determination of the fictitious inte-
grable system for quantum maps is the Lie-transformation
method �63�. It determines a classical Hamilton function,

Hreg
K �q,p� = �

l=0

K

�lhl�q,p� , �15�

as a power series in the period of the driving �, see Fig. 2�a�
and Ref. �19�, for examples. Typically, the order of the ex-
pansion K can be increased up to 20 within reasonable nu-
merical effort. The Lie-transformation method provides a
regular approximation Hreg which interpolates the dynamics
inside the regular region and gives a smooth continuation
into the chaotic sea. At some order K the series typically
diverges due to the nonlinear resonances inside the regular
island. For strongly driven systems, such as the standard map
at ��2.5, the Lie-transformation method is not able to re-
produce the regular dynamics of U, see Fig. 2�b�.

q

p

(a)

−0.5

0.0

0.5

−0.5 0.0 0.5 q

p

(b)

−0.5

0.0

0.5

−0.5 0.0 0.5

FIG. 2. �Color online� Application of the Lie transformation
method. �a� Orbits �thick gray lines and dots� of the map Dd �see
Sec. IV A 2� and of the corresponding integrable system �thin red
lines� of order K=15. Here Hreg accurately resembles the regular
dynamics of U. �b� Orbits of the standard map �see Sec. IV B� for
�=2.9 �thick gray lines and dots� and of the corresponding inte-
grable system �thin red lines� of order K=7. Here Hreg does not
accurately resemble the regular dynamics of H.
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2. Method using the frequency map analysis

An alternative method is applicable even to strongly
driven one-dimensional systems. In order to determine
Hreg�q , p� we associate to each torus within the regular re-
gion of U an energy. This information for individual tori is
then extrapolated to the entire phase space. To this end we
consider a straight line �q�u� , p�u��, parametrized by u, from
the center u=0 of the regular island to its border with the
chaotic sea. Each torus of the map crosses this line at some
value u and using the frequency map analysis �64�, we com-
pute the enclosed area A�u� and the rotation number ��u�.
Using a polynomial interpolation of these functions we cal-
culate an energy

E�u� = �
0

u

du���u��
dA�u��

du�
�16�

for each torus in the regular region of phase space �58�. This
formula follows from Hamilton’s equations of motion and
A�u�=�p�q ,u�dq. Finally, we find the fictitious integrable
system Hreg by a two-dimensional extrapolation of the ener-
gies to the whole phase space with

Hreg
K �q,p� = �

k,l=−K

K

hk,le
2�ikqe2�ilp �17�

using periodic basis functions up to the maximal order K. An
example is shown in Fig. 3�a�. Note that the resulting Hreg
shows a reasonable behavior beyond the regular island of H
only for small values of K. For too large orders K one ob-
serves that Hreg oscillates in this region, see Fig. 3�b�. This
would lead to purely regular states �	reg

m � with incorrect tun-
neling tails beyond the regular island of U, resulting in
wrong predictions of tunneling rates with Eq. �7�.

3. Quality of the prediction

An important question is whether the direct tunneling
rates obtained using Eq. �7� depend on the actual choice of
Hreg and how these results converge in dependence of the
order K of its perturbation series. There are two main prob-

lems: first the classical expansion of the Lie transformation is
asymptotically divergent �63�, which means that from some
order K on the series fails in reproducing the dynamics of the
mixed system inside the regular region, see Fig. 2�b�. Sec-
ond, for the quantization of Hreg its behavior in the vicinity
of the last surviving KAM torus must be smoothly continued
beyond the regular island of U. Large fluctuations of Hreg in
this region, as appear for the method based on the frequency
map analysis for large K, make the use of Eq. �7� impossible,
see Fig. 3�b�.

Ideally one would like to use classical measures, which
describe the deviations of the regular system Hreg from the
originally mixed one, to predict the error of Eq. �7� for the
tunneling rates. However, these classical measures can only
account for the deviations within the regular region but not
for the quality of the continuation of Hreg beyond the regular
island of U. It remains an open question how to obtain a
direct connection between the error on the classical side and
the one for the tunneling rates.

Nevertheless, the convergence of the integrable approxi-
mation can be studied by considering the tunneling rates de-
termined with Eq. �7� under variation in the perturbation or-
der K. For the example map Dd �introduced in Sec. IV A 2�
we find convergence up to the maximal considered order
�Fig. 4�a�� and later use K=10 for the comparison of Eq. �7�
and numerical rates. For the standard map at �=2.9 the rates
diverge rather quickly �Fig. 4�b�� and we use K=2.

In general, different classical methods are applicable to
determine a fictitious integrable system Ureg which leads to
an accurate prediction of tunneling rates with Eq. �7�. Hence,
the determination of Ureg is not unique. The quality of an
integrable system can be estimated a posteriori by compari-
son of the predicted tunneling rates with numerical rates.

4. Application to billiards

There are only few integrable two-dimensional billiard
systems such as the circular, the rectangular, and the ellipti-
cal billiard. We use such integrable systems for various ap-
plications, as discussed in Sec. V for the mushroom and the
annular billiard as well as for wires in a magnetic field and
the annular microcavity. A general procedure to obtain Hreg

q
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0.5

−0.5 0.0 0.5

FIG. 3. �Color online� Application of the method using the fre-
quency map analysis. We show orbits of the standard map �see Sec.
IV B� for �=2.9 �thick gray lines and dots� and the corresponding
integrable system �thin red lines� of order �a� K=2 and �b� K=10.
While in �b� Hreg resembles the regular island of U with higher
accuracy than in �a�, the extrapolation of Hreg beyond the island
strongly oscillates.
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FIG. 4. Tunneling rates � determined with Eq. �7�, normalized
by the numerical value �num for m=0, heff=1 /32 vs order K of Hreg.
In �a� we choose the system Dd �see Sec. IV A 2� and use the
Lie-transformation for the determination of Hreg while in �b� the
standard map �see Sec. IV B� at �=2.9 is considered for which we
determine Hreg using the method based on the frequency map
analysis.
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for arbitrary billiards is still under development.

C. Semiclassical evaluation

In this section we semiclassically evaluate the direct
regular-to-chaotic tunneling rates for systems where the fic-
titious integrable system is of the form Hreg�q , p�= p2 /2
+W�q�. We consider one-dimensional kicked systems

H�q,p,t� = T�p� + V�q��
n

���t − n�� , �18�

which are the simplest Hamiltonian systems showing a
mixed phase-space structure. They are described by the ki-
netic energy T�p� and the potential V�q� which is applied
once per kick period �=1. The classical dynamics of a
kicked system is given by its stroboscopic mapping, e.g.,
evaluated just after each kick

qn+1 = qn + T��pn� ,

pn+1 = pn − V��qn+1� . �19�

It maps the phase-space coordinates after the nth kick to
those after the �n+1�th kick. The corresponding quantum
map over one kicking period is given by U=UVUT with

UV = e−iV�q�/�eff, �20�

UT = e−iT�p�/�eff. �21�

We consider a compact phase space with periodic boundary
conditions for q� �−1 /2,1 /2� and p� �−1 /2,1 /2�.

For an analytical evaluation of Eq. �7�, which predicts the
direct regular-to-chaotic tunneling rates, we approximate the

fictitious integrable system Ureg by a kicked system, Ũreg

=UṼUT or Ũreg=UVUT̃, with

UṼ = e−iṼ�q�/�eff, �22�

UT̃ = e−iT̃�p�/�eff. �23�

Here the functions Ṽ�q� and T̃�p� are a low order Taylor
expansion of V�q� and T�p�, respectively, around the center
of the regular island. Note that the classical dynamics corre-

sponding to Ũreg is typically not completely regular. Still the

following evaluation is applicable if Ũreg has the properties:
�i� within the regular island it has an almost identical classi-
cal dynamics as U, including nonlinear resonances and small
embedded chaotic regions. �ii� It shows predominantly regu-
lar dynamics for a sufficiently wide region beyond the border
of the regular island of U.

We now give a semiclassical evaluation of Eq. �7� assum-
ing that both properties �i� and �ii� are fulfilled. We consider

the first case Ũreg=UṼUT. As the dynamics of U and Ũreg are
almost identical within the regular island of U, the approxi-
mate result �Eq. �8�� can be applied with Ureg replaced by

Ũreg, giving

�m 
 ��U − UṼUT��	reg
m ��2 �24�

=��UUT
†U

Ṽ

†
− 1�UṼUT�	reg

m ��2. �25�

We now use that �	reg
m �, which is an eigenstate of the exact

Ureg and Hreg, is an approximate eigenstate of UṼUT, leading

to UṼUT�	reg
m �
ei
reg

m
�	reg

m �. We obtain

�m 
 ��UVU
Ṽ

†
− 1��	reg

m ��2. �26�

In position representation this reads

�m 
 2�
k=0

N−1

�	reg
m �qk��2�1 − cos	�V�qk�

�eff

� , �27�

where �V�q�ªV�q�− Ṽ�q� and qk=k /N−1 /2. In the semi-
classical limit the sum in Eq. �27� can be replaced by an
integral over the position space

�m 
 2�
−1/2

1/2

dq�	reg
m �q��2�1 − cos	�V�q�

�eff

� . �28�

Here, for the normalization �dq�	reg
m �q��2=1 holds, while pre-

viously �k�	reg
m �qk��2=1 was fulfilled. Note that for the sec-

ond case, where Ureg
UVUT̃ is used in Eq. �8�, a similar
result can be obtained in momentum representation,

�m 
 2�
−1/2

1/2

dp�	reg
m �p��2�1 − cos	�T�p�

�eff

� , �29�

with �T�p�ªT�p�− T̃�p�.
We now use a WKB expression for the regular states

�	reg
m �. For simplicity we restrict to the case

Hreg�q,p� =
p2

2
+ W�q� �30�

leading to

	reg
m �q� 
� �

2��p�q��
exp	−

1

�eff
�

qm
r

q

�p�q���dq�
 , �31�

which is valid for q�qm
r . Here qm

r is the right classical turn-
ing point of the mth quantizing torus, � is the oscillation
frequency, and p�q�=�2�Ereg

m −W�q��. The eigenstates 	reg
m �q�

decay exponentially beyond the classical turning point qm
r .

The difference of the potential energies �V�q� approximately
vanishes within the regular region and increases beyond its
border to the chaotic sea. Hence, the most important contri-
bution in Eq. �28� arises near the left or the right border, qb

l

or qb
r , of the regular island. For q�qb

r we rewrite the regular
states

	reg
m �q� 
 	reg

m �qb
r�exp	− 1

�eff
�

qb
r

q

�p�q���dq�
�p�qb
r�

p�q�

�32�


	reg
m �qb

r�exp	−
1

�eff
�q − qb

r��p�qb
r��
 , �33�

where in the last step we use p�q�
 p�qb
r� in the vicinity of

the border.
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In order to evaluate Eq. �28� we split the integration in-
terval into two parts, such that �m=�m

l +�m
r , corresponding to

the contributions from the left and the right. For simplicity
we now approximate �V�q� by a piecewise linear function,

�V�q� 
 �0, qm
r � q � qb

r

cb�q − qb
r� , q � qb

r ,
� �34�

with a constant cb. With this we find

�m
r 
 2�eff�	reg

m �qb
r��2�

0

xmax

e−2x�p�qb
r ���1 − cos�cbx��dx

�35�



Iheff

�
�	reg

m �qb
r��2, �36�

where x= �q−qb
r� /�eff, xmax= �1 /2−qb

r� /�eff, and

I = �
0

xmax

e−2x�p�qb
r ���1 − cos�cbx��dx . �37�

In the semiclassical limit xmax→� and for fixed quantum
number m the integral I becomes an heff-independent con-
stant. The tunneling rate �m

r is proportional to the square of
the modulus of the regular wave function at the right border
qb

r of the regular island. With Eq. �31� we obtain

�m
r 


I�heff

2�2�p�qb
r��

exp	−
2

�eff
�

qm
r

qb
r

�p�q���dq�
 . �38�

A similar equation holds for �m
l . Note that the same exponent

is obtained when considering the one-dimensional tunneling
problem through an energy barrier in between the right turn-
ing point qm

r and the right border of the island qb
r .

As an example for the explicit evaluation of Eq. �38� we
consider the harmonic oscillator Hreg�q , p�= p2 /2+�2q2 /2,
where � denotes the oscillation frequency and gives the ratio
of the two half axes of the elliptic invariant tori. Its classical
turning points qm

r,l= ��2Em /�, the eigenenergies Em

=�eff��m+1 /2�, and the momentum p�q�=�2Em−q2�2 are
explicitly given. Using these expressions in Eq. �38� and
�m=2�m

r we obtain

�m = c
heff

�m
exp�−

2Areg

heff
��m − �mln	1 + �m

��m

�� �39�

as the semiclassical prediction for the tunneling rate of the
mth regular state, where Areg is the area of the regular island,
�m= �m+1 /2��Areg /heff�−1, and �m=�1−�m. The exponent in
Eq. �39� was also derived in Ref. �25� using complex-time
path integrals. The prefactor

c =
I

�2���

Areg
�40�

can be estimated semiclassically by solving the integral �Eq.
�37�� for xmax→�. For a fixed classical torus of energy E one
obtains

I 

1

2�p�qb
r��

−
2�p�qb

r��
4�p�qb

r��2 + cb
2 . �41�

With this prefactor the prediction Eq. �39� gives excellent
agreement with numerically determined rates over 10 orders
of magnitude in �, see Fig. 10�c�. For a fixed quantum num-
ber m in the semiclassical limit the energy Em approaches
zero such that one can approximate �p�qb

r��
�qb
r in Eq. �41�

which does not depend on heff.
Let us make the following remarks concerning Eq. �39�:

the only information about this nongeneric island with con-
stant rotation number is Areg /heff as in Ref. �28�. In contrast
to Eq. �7� it does not require further quantum information
such as the quantum map U. While the term in square brack-
ets semiclassically approaches one, it is relevant for large
heff. In contrast to Eq. �28�, where the chaotic properties are
contained in the difference �V�q�, they now appear in the
prefactor c via the linear approximation of this difference.

In the semiclassical limit the tunneling rates predicted by
Eq. �39� decrease exponentially. For heff→0 one has �m
→0 and �m→1, such that ��e−2Areg/heff. This reproduces the
qualitative prediction obtained in Ref. �6�. The nonuniversal
constant in the exponent is 2 which is comparable to the
prefactor 3−ln 4
1.61 derived in Refs. �28,57�. We find
that our result gives more accurate agreement to numerical
rates, as will be shown in Sec. IV. Still, a semiclassical
evaluation of Eq. �7� for a fictitious integrable system of a
more general form than Eq. �30� has to be developed.

D. Relation to chaos-assisted tunneling

In Ref. �9� Tomsovic and Ullmo studied dynamical tun-
neling in systems with two symmetry-related regular islands
surrounded by a chaotic region in phase space. They consid-
ered the quasienergy splittings �
m between the symmetric
and antisymmetric regular states on the mth quantizing tori
of both islands. These tunneling splittings are drastically en-
hanced by the presence of chaos, i.e., chaotic states assist the
tunneling process compared to the case of a system with
integrable dynamics between the regular islands. The two-
step process, which couples the regular torus from one island
to the chaotic sea and from the chaotic sea to the symmetry-
related torus of the other island, dominates the direct cou-
pling of the two regular tori.

The tunneling splittings �
m show fluctuations over sev-
eral orders of magnitude under variation in external param-
eters �8,9,54�. These fluctuations originate from the varying
distance of the regular doublet to the chaotic states and their
varying coupling. According to a random matrix model, the
splittings follow a Cauchy distribution �65� with geometric
mean �21�

��
m� = 	�NchVeff
m �

�

2

, �42�

where Veff
m describes the effective coupling of the mth regular

state to the chaotic sea and � is the period of the driving.
Note that the factor �Nch arises due to the different conven-
tion in Eq. �1.27� of Ref. �21�, where the regular state is
coupled to one chaotic state only.
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We now show that this average tunneling splitting ��
m�
in systems with symmetry-related regular regions is identical
to the tunneling rate �m from one regular region to the cha-
otic sea: we start from Eq. �A2�, �m=Nch��vch,m�2�, and use
the relation of the dimensionless coupling matrix elements
vch,m, defined in Eq. �5�, to Veff

m

��vch,m�2� = 	Veff
m �

�

2

. �43�

Together with Eq. �42� this leads to

�m = ��
m� . �44�

This result was previously employed in Fig. 3 in Ref. �35�,
where numerical splittings �
m are used and the prediction
is for tunneling rates �m.

Figure 5 illustrates the strong fluctuations of the splittings
�
m �squares� in contrast to the smooth behavior of the tun-
neling rates �m �dots, lines�. As predicted by Eq. �44� one can
see in the figure that the splittings fluctuate around the tun-
neling rates as a function of 1 /heff.

This demonstrates that for a quantitative verification of a
theory on regular-to-chaotic tunneling the tunneling rates al-
low for a more precise comparison than tunneling splittings.

III. NUMERICAL DETERMINATION OF
TUNNELING RATES

To test the theoretical prediction derived in Sec. II we
compare its results to numerical rates in Secs. IV and V. In
this section we present three alternative methods to numeri-
cally compute tunneling rates: �A� opening the system, �B�
time evolution of regular states, and �C� evaluating avoided
crossings. Figure 6 shows a comparison of the tunneling
rates obtained by these three methods for a quantum map.
We find excellent agreement between the first two methods
while the last approach shows small deviations.

A. Opening the system

The structure of the considered phase space, with one
regular island surrounded by the chaotic sea, allows for the
determination of tunneling rates by introducing absorption
somewhere in the chaotic region of phase space. For quan-
tum maps this can be realized, e.g., by using a nonunitary
open quantum map �66,67�

Uo = PUP , �45�

where P is a projection operator onto the complement of the
absorbing region. An example is given by a sum of projec-
tors on position eigenstates,

P = �
ql

qr

�q��q� , �46�

where the regular island is located well inside the interval
�ql ,qr�.

While the eigenvalues of U are located on the unit circle
the eigenvalues of Uo are inside the unit circle as Uo is sub-
unitary, see Fig. 7. The eigenequation of Uo reads

Uo�	n
o� = zn�	n

o� , �47�

with eigenvalues

1/heff

γ,∆ϕ

m=0

m=1

m=2

10−12

10−9

10−6

10−3

10 30 50 70

q

p

FIG. 5. �Color online� Dynamical tunneling rates � �dots�,
quasienergy splittings �
 �squares�, and the prediction of Eq. �7�
�lines� vs 1 /heff for the regular states m�2. We use the system Dd

�see Sec. IV A 2�. The insets show the phase space with two
symmetry-related regular regions �used to determine �
� and the
phase space with one regular region �used to determine ��.

1/heff

γ

10−14

10−10

10−6

10−2

10 20 30 40 50 60

q

p

FIG. 6. �Color online� Comparison of tunneling rates � obtained
by opening the system �dots�, time evolution �crosses�, and the
evaluation of avoided crossings �squares� vs 1 /heff. We use the map
Dho �see Sec. IV A 1� and consider the regular states m�3. The
inset shows the phase space of the system.

Re z

Im z

(a)

−1

1

−1 1 Re z

(b)

−1 1 ϕ

1 − |z|

(c)

10−6

10−3

100

0 π 2π

FIG. 7. �Color online� �a� The eigenvalues of the unitary quan-
tum map Dho �see Sec. IV A 1� with heff=1 /14 are located on the
unit circle. Regular states are marked by red stars, chaotic states by
blue plus symbols. �b� The eigenvalues of the open system Uo are
located inside the unit circle. �c� The distance 1− �z� is shown on a
logarithmic scale.
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zn = ei�
n+i�n/2�. �48�

The decay rate is characterized by the imaginary part of the
quasienergies in Eq. �48� and one has

�m = − 2 log�zm� 
 2�1 − �zm�� . �49�

In order to obtain the open map Uo practically, we quantize
the classical map on the cylinder �q , p�� �−� ,���
�−1 /2,1 /2� with the periodically extended potential V�q�.
This leads to an infinite dimensional unitary matrix U in
position representation �68� and we find Uo with Eq. �45�
using the projector P given by Eq. �46�. After the diagonal-
ization of Uo we identify the eigenvalues zm of Uo close to
the unit circle, which correspond to the quasibound regular
states, and use Eq. �49� to determine the tunneling rates, see
Fig. 6 �dots� for an example.

If the chaotic region does not contain partial barriers and
shows no dynamical localization, it is justified to assume that
the probability of escaping the regular island is equal to the
probability of leaving through the absorbing regions located
in the chaotic sea. Then, the location of the absorbing regions
in the chaotic part of phase space has no effect on the decay
rates.

In generic systems, however, partial barriers will appear
in the chaotic region of phase space. The additional transition
through these structures further limits the quantum transport
such that the calculated decay through the absorbing region
occurs slower than the decay from the regular island to the
neighboring chaotic sea. Similarly, dynamical localization in
the chaotic region may slow down the decay. The quantita-
tive influence of partial barriers and dynamical localization
on the regular-to-chaotic tunneling rates is an open problem
for future studies. If necessary we will suppress their influ-
ence by moving the absorbing regions closer to the regular
island.

B. Time evolution

A simple method to obtain a numerical prediction of the
tunneling rates for quantum maps is given by the time evo-
lution of a purely regular state �	reg

m � with a nonunitary op-
erator Uo= PUP. Here P projects onto a region in phase
space which includes the regular island. We consider

Wm�t� = �Preg�Uo�t�	reg
m ��2 �50�

for t�N, which describes the probability of the time-evolved
regular state in the regular island at time t. At each time step
some probability of �	reg

m � is absorbed in the chaotic region
due to the openness of the quantum map Uo. Consequently,
Wm�t� decays exponentially, Wm�t�
e−�mt, and the tunneling
rates �m can be determined by a fit of the numerical data. If
�	reg

m � contains admixtures from lower excited regular states
�with smaller tunneling rates� their decay dominates at times
t�1 /�m. If it contains admixtures from higher excited regu-
lar states �with larger tunneling rate� their decay will be seen
at small times, see Fig. 8. The computed tunneling rates are
in excellent agreement with the results obtained by opening
the system, see Fig. 6 �crosses�. This method works best for
regular states �	reg

m � which resemble the corresponding eigen-

states of the mixed system U with high accuracy. It is par-
ticularly useful for Hilbert spaces of large dimension N
where diagonalizing the matrix Uo would numerically be
very time consuming.

C. Evaluation of avoided crossings

The third method calculates the tunneling rate of a regular
state directly from the spectrum of the system. For quantum
maps we determine the quasienergies 
 under variation in a
parameter of the system which leaves the classical dynamics
invariant, such as the Bloch phase �q or �p. These phases
specify the periodicity conditions on the torus and can be
incorporated in the quantization of the map �69�. Under
variation of such a parameter the quasienergy of the consid-
ered regular state 
m shows avoided crossings with quasien-
ergies 
ch of chaotic states, see Fig. 9. These avoided cross-
ings have widths �
ch,m. According to degenerate
perturbation theory they are related to the matrix elements
vch,m by �
ch,m=2vch,m and fluctuate depending on the in-
volved chaotic state. The tunneling rate follows from the
dimensionless version of Fermi’s golden rule �Eq. �A2��,

�m =
Nch

4
���
ch,m�2�ch, �51�

where Nch is the number of chaotic states. Note that the two
methods discussed in Secs. III A and III B determine the

t

e−γ0t

W (t)
m = 0

(a)

0.1

1

0 100000 t

∼ e−γ0t

e−γ1t

W (t)
m = 1

(b)

10−10

10−5

100

0 100000

FIG. 8. �Color online� Time evolution of a purely regular state
for the system Dho �see Sec. IV A 1� with heff=1 /14. We present
W�t� vs t obtained by Eq. �50� on a semilogarithmic scale. �a� For
the regular ground state the tunneling rate to the chaotic sea �0 is
determined by the slope of the numerical data. �b� For the first
excited state m=1 the slope for small times t determines the tun-
neling rate �1, while for larger times the decay of the ground state
�0 with a smaller slope is found.

θq

ϕ

0

π

2π

0.00 0.25 0.50 0.75 1.00

FIG. 9. �Color online� Quasienergies of the quantum map U for
the system Dho �see Sec. IV A 1� vs Bloch phase �q with heff

=1 /14 and �p=0. Regular states �red solid lines� show avoided
crossings with chaotic eigenstates �blue dashed lines�.
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tunneling rates � for fixed Bloch phases. Under variation in
�q or �p we observe numerically for these methods that the
rates vary by at most a factor of two, while Eq. �51� gives an
average rate.

The quality of this prediction depends on the number of
avoided crossings entering the average in Eq. �51�. If only a
few avoided crossings are included, the statistical error of the
result is large. Note that for quantum maps with a mean drift
in the chaotic sea, such as the systems D �introduced in Sec.
IV A 1�, under variation of the Bloch phases � several cha-
otic states will show avoided crossings with each regular
state �59�. The results of this method are presented in Fig. 6
�squares� for an example system. We typically obtain tunnel-
ing rates which are smaller than the results of the other two
methods. While we have no explanation of this behavior, the
deviation is smaller than a factor of two, which is sufficient
for a comparison to theoretical predictions.

Also for billiards tunneling rates can be computed by this
method. We determine the spectrum under variation of parts
of the billiard boundary which leaves the classically regular
dynamics unchanged but affects the chaotic dynamics. Quan-
tum mechanically, the eigenenergies of the regular states re-
main almost unaffected while the eigenenergies of the cha-
otic states vary strongly, due to the changing density of
chaotic states. Hence, avoided crossings of widths �Ech,mn
between the considered regular and the chaotic states appear.
The tunneling rate is given by Fermi’s golden rule �Eq. �14��,


mn =
2�

�

���Ech,mn�2�ch�
4



�

16M
���Ech,mn�2Ach� , �52�

where we average the product of all numerically determined
widths �Ech,mn=2Vch,mn and the corresponding density of
chaotic states �ch, which we approximate by its leading Weyl
term, see Sec. II A 3. Note that in general it can be difficult
to deform a part of the billiard boundary such that the regular
dynamics is unchanged while still the numerical methods for
the determination of eigenvalues in billiard systems are ap-
plicable.

IV. APPLICATION TO QUANTUM MAPS

In the following we will apply the fictitious integrable
system approach, derived in Sec. II, to the prediction of di-
rect regular-to-chaotic tunneling rates in the case of quantum
maps and compare the results to numerical rates for different
example systems.

A. Designed maps D

Our aim is to introduce kicked systems which can be de-
signed such that their phase space shows one regular island
embedded in the chaotic sea, with very small nonlinear reso-
nance chains within the regular island, a negligible hierarchi-
cal region, and without relevant partial barriers in the chaotic
component. For such a system it is possible to study the
direct regular-to-chaotic tunneling process without additional
effects caused by these structures.

To this end we define the family of maps D, according to
Eq. �19�, with an appropriate choice of the functions T��p�

and V��q� �12,32,35,43,44�. For this we first introduce

t��p� = �
1

2
− �1 − 2p� for −

1

2
� p � 0

1

2
+ �1 − 2p� for 0 � p �

1

2
� , �53�

v��q� = − rq + Rq2 for −
1

2
� q �

1

2
, �54�

with 0�r�2 and R�0. This gives a regular island around
�q , p�= �0,1 /4�. Considering periodic boundary conditions
the functions t��p� and v��q� show discontinuities at p
=0, �1 /2 and q= �1 /2, respectively. In order to avoid
these discontinuities we smooth the periodically extended
functions v��q� and t��q� with a Gaussian,

G�z� =
1

�2��2
exp	−

z2

2�2
 , �55�

resulting in analytic functions

T��p� =� dzt��z�G�p − z� , �56�

V��q� =� dzv��z�G�q − z� , �57�

which are periodic with respect to the phase-space unit cell.
With this we obtain the maps D depending on the parameters
r, R, and the smoothing strength �. The smoothing � deter-
mines the size of the hierarchical region at the border of the
regular island. Tuning the parameters r and R one can find
situations, where all nonlinear resonance chains inside the
regular island are small.

1. Map Dho with harmonic oscillatorlike island

For R=0 both functions v��q� and t��p� are linear in q and
p, respectively. In this case we find a harmonic oscillatorlike
regular island with elliptic invariant tori and constant rota-
tion number. We choose the parameters r=0.46, R=0, �
=0.005 and label the resulting map by Dho. Its phase space is
shown in the insets of Fig. 10. Numerically, we determine
tunneling rates by introducing absorbing regions at �q�
�1 /2, as described in Sec. III A. In order to apply the ficti-
tious integrable system approach we use the Hamiltonian of
a harmonic oscillator as Hreg. It is squeezed and tilted accord-
ing to the linearized dynamics in the vicinity of the stable
fixed point located at the center of the regular island. Its
eigenfunctions �	reg

m � are analytically known, see Appendix
B.

Figure 10�a� shows the numerically evaluated prediction
of Eq. �7� compared to numerical tunneling rates. We find
excellent agreement over more than ten orders of magnitude
in �. In the regime of large tunneling rates small deviations
occur which can be attributed to the influence of the chaotic
sea on the regular states: these states are located on quantiz-
ing tori close to the border of the regular island and are
affected by the regular-to-chaotic transition region. However,
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the deviations in this regime are smaller than a factor of two.
Figure 10�b� shows the results of Eq. �27�, which are ob-

tained by approximating Ureg by a kicked system, Ũreg
=UṼUT, again using the analytically given �	reg

m �. These re-
sults are still in excellent agreement with the numerical rates

�solid lines�. In Eq. �28� the sum over the positions is re-
placed by an integral, which explains the small deviations to
the results of Eq. �27�, see Fig. 10�b� �dashed lines�. These
deviations vanish in the semiclassical limit.

Finally, in Fig. 10�c� we compare the results of the semi-
classical prediction �Eq. �39�� to the numerical rates. Due to
the approximations performed in the derivation of this for-
mula stronger deviations are visible in the regime of large
tunneling rates while the agreement in the semiclassical re-
gime is still excellent.

In Refs. �28,57� a prediction was derived for the tunneling
rate of the regular ground state,

�0 = c

��,4��

��,0�

, �58�

where 
 is the incomplete gamma function, �=Areg /heff, and
c is a constant. Equation �58� can be approximated semiclas-
sically �21�, �→�, leading to

�0 �
1

��
e−��3−ln 4�. �59�

Figure 10�c� shows the comparison of Eq. �58� �dotted line�
to the numerical rates for the map Dho. Especially in the
semiclassical regime strong deviations are visible. The factor
2 which appears in the exponent of Eq. �39� is more accurate
than the factor 3−ln 4 in Eq. �59�.

2. Map Dd with deformed island

In generic systems the regular island has a nonelliptic
shape and the rotation number of regular tori changes from
the center of the regular region to its border with the chaotic
sea. Such a situation can be achieved for the family of maps
D with the parameter R�0. For most combinations of the
parameters r and R resonance structures appear inside the
regular island. They limit the heff regime in which the direct
regular-to-chaotic tunneling process dominates. Hence, we
choose a situation in which the nonlinear resonances are
small such that their influence on the tunneling process is
expected only at large 1 /heff. For this we use r=0.26, R
=0.4, �=0.005 and label the resulting map with a deformed
island by Dd, see the inset in Fig. 11 for its phase space.

We determine the fictitious integrable system Hreg by
means of the Lie-transformation method described in Sec.
II B. It is then quantized and its eigenfunctions are deter-
mined numerically. Figure 11 shows a comparison of the
numerically evaluated prediction of Eq. �7� �solid lines� to
numerical tunneling rates �dots� yielding excellent agreement
for ��10−11. For smaller values of � deviations occur due to
resonance-assisted tunneling which is caused by a small 10:1
resonance chain. Similar to the case of the harmonic oscilla-
torlike island the fictitious integrable system Ureg can be ap-

proximated by a kicked system Ureg
UṼUT using Ṽ�q�
=−rq2 /2+Rq3 /3. Hence, Eqs. �27� and �28� can be evaluated
giving similarly good agreement �not shown�. The prediction
of Eq. �58� �28,57� �dotted line� shows large deviations to the
numerical rates.
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FIG. 10. �Color online� Numerical tunneling rates �dots� for m
�8 for the map Dho with a harmonic oscillatorlike island. �a� Com-
parison with Eq. �7� �lines�. The insets show Husimi functions of
the regular states for the quantum numbers m=0 and m=5 at
1 /heff=30 and the classical phase space of the system. �b� Compari-
son with Eq. �27� �solid lines� and Eq. �28� �dashed lines�. �c�
Comparison with Eq. �39� �solid lines�. The prediction of Refs.
�28,57� �Eq. �58�� for m=0 with a fitted prefactor is shown �dotted
line�.
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3. Map Dwc with weakly chaotic dynamics

In Ref. �30� the dynamical tunneling process from one
regular island to the chaotic sea in a system with weakly
chaotic dynamics was investigated. Here, tunneling can oc-
cur to regions in phase space which are far away from the
border of the regular island with the chaotic sea. We show
that also in this situation, which we believe to be nongeneric,
the fictitious integrable system approach can be applied. Its
results will be compared to the WKB prediction of Ref. �30�.

A system with weakly chaotic dynamics can be modeled
by the example systems D. We choose r=0.05, R=0.1, and
�=0.005, consider the extended phase space �q , p��
�−1,1�� �−1 /2,1 /2�, and label the resulting map by Dwc. Its
phase space is shown in the upper inset of Fig. 12.

In order to apply the fictitious integrable system approach
we use the Lie-transformation method, as described in Sec.
II B, to obtain the fictitious integrable system Hreg. As the
system Dwc is only weakly driven, due to the small param-
eters r and R, it is sufficient to consider the zeroth order of
the Lie expansion which has no mixed terms containing q
and p simultaneously. The resulting integrable approximation

Hreg�q,p� =
p2

2
+ W�q� , �60�

describes the dynamics in a potential W�q�=�2q2 /2−Rq3 /6
with �=�r /2, see the lower inset in Fig. 12.

In Ref. �30� it was shown that for such a weakly chaotic
system regular-to-chaotic tunneling rates can be predicted by
one-dimensional tunneling under the energy barrier of the
potential W�q�. For the tunneling rates one finds

�m 

�m

2�
exp	−

2

�eff
�

qm
i

qm
o

�p�q,Ereg
m ��dq
 , �61�

where p�q ,Ereg
m �=�2Ereg

m −�2q2+Rq3 /3, qm
i denotes the right

classical turning point inside the potential well, qm
o is the

turning point outside the potential well, and �m is the oscil-
lation period on the mth quantizing torus. The eigenenergies
Ereg

m can be calculated using the Bohr-Sommerfeld quantiza-
tion �p�q ,Ereg

m �dq=heff�m+1 /2�. For the system Dwc the
right turning point qm

o is located far away from the regular
island. Tunneling occurs to the region with q�qm

o deep in-
side the weakly chaotic sea and not to the neighborhood of
the regular island, as for the other examples considered in
this paper.

In Fig. 12 we compare the numerically evaluated predic-
tion of Eq. �7� �solid lines� to the result of Eq. �61� �dashed
lines� and numerical rates �dots�, which are determined by
absorbing regions at �q��1. We find good agreement.

Note that for the weakly chaotic system Dwc the purely
regular states �	reg

m � of Hreg show the correct tunneling tails
far beyond the regular island including the outer turning
point qm

o . Moreover, the semiclassical evaluation of Eq. �8�,
presented in Sec. II C, can be performed. This leads to Eq.
�38� which has the same exponential term as Eq. �61� but a
different prefactor.

We want to emphasize that generically regular-to-chaotic
tunneling cannot be described by Eq. �61�, as the integrable
approximation Hreg is not of form �60�.

B. Standard map

The paradigmatic model of an area preserving map is the
standard map �70�, defined by Eq. �19� with the functions

T��p� = p , �62�

V��q� =
�

2�
sin�2�q� . �63�

For � between 2.5 and 3.0 one has a large generic regular
island with a relatively small hierarchical region surrounded
by a 4:1 resonance chain, see the inset in Fig. 13.
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FIG. 11. �Color online� Dynamical tunneling rates from a regu-
lar island to the chaotic sea for the map Dd. Numerical rates �dots�
and prediction following from Eq. �7� �lines� vs 1 /�eff for quantum
numbers m�5. The insets show Husimi representations of the regu-
lar states m=0 and m=5 at 1 /heff=50. The prediction of Refs.
�28,57� �Eq. �58�� for m=0 with a fitted prefactor is shown �dotted
line�.
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FIG. 12. �Color online� Dynamical tunneling rates from a regu-
lar island to the chaotic sea for the weakly chaotic system Dwc. We
compare numerical rates �dots� and the prediction following from
Eq. �7� �solid lines� and Eq. �61� �30� �dashed lines� vs 1 /heff for
m=0 and m=1. The upper inset shows the phase space of the sys-
tem, where the absorbing regions are indicated in gray. In the lower
inset the approximate one-dimensional potential W�q� used in Eq.
�61� is presented with the inner �outer� turning point qm

i �qm
o � at

energy Ereg
m .
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When determining tunneling rates numerically by intro-
ducing absorbing regions at �q��1 /2, we find strong fluctua-
tions as a function of heff, presumably caused by partial bar-
riers. Using absorption at �q��1 /4, which is closer to the
island, we find smoothly decaying tunneling rates �dots in
Fig. 13�.

Evaluating Eq. �7� for �=2.9 gives reasonable agreement
with these numerical rates with deviations up to a factor of
five, see Fig. 13 �solid lines�. Here we determine Hreg using
the method based on the frequency map analysis as the Lie
transformation is not able to reproduce the dynamics within
the regular island of U, see Sec. II B. With increasing order
K of the expansion series of Hreg the tunneling rates follow-
ing from Eq. �7� diverge, see Fig. 4�b�. Hence, for the pre-
dictions in Fig. 13 we choose K=2 which is the largest order
before the divergence starts to set in. Note that at such small
order K the accuracy of Hreg within the regular region of U is
inferior compared to the examples discussed before. Hence,
in Eq. �7� the state U�	reg

m � has small contributions of other
purely regular states �	reg

n � in the regular island. These con-
tributions are compensated by the application of the projec-
tor Pch. However, this projector depends on the number of
regular states Nreg, which grows in the semiclassical limit. If
Nreg increases by one, Preg suddenly projects onto a larger
region in phase space. This explains the steps of the theoret-
ical prediction, Eq. �7�, visible in Fig. 13. How to improve
Hreg and the projector Pch is an open question.

C. Map Drs with a regular stripe

Another designed kicked system was introduced in Refs.
�12,13,71,72�. Here the regular region consists of a stripe in
phase space, see the inset in Fig. 14. In our notation the
mapping Drs �Eq. �19�� is specified by the functions

V��q� = −
1

2�
	8�aq + d1 − d2 +

1

2

��8�aq − � + d1�tanh�b�8�q − qd��

+
1

2
�− 8�aq + � + d2�tanh�b�8�q + qd��
 ,

�64�

T��p� = −
K

8�
sin�2�p� , �65�

with parameters a=5, b=100, d1=−24, d2=−26, �=1, qd
=5, and K=3. The kinetic energy T�p� is periodic with re-
spect to the phase-space unit cell.

The resulting map Drs is similar to the system Dho as it
also destroys the integrable region by smoothly changing the
function V��q� at �q�=qd / �8��. For �q��qd / �8�� the poten-
tial term is almost linear while it tends to the standard map
for �q��qd / �8��. The parameter b determines the width of
the transition region. In Ref. �71� this map is used to study
the evolution of a wave packet initially started in the regular
region by means of complex paths. We now predict direct
regular-to-chaotic tunneling rates with Eq. �7�. The fictitious
integrable system Ureg is determined by continuing the dy-
namics within �q��qd / �8�� to the whole phase space. It is
given as a kicked system �Eq. �19�� defined by the functions

Ṽ��q� = −
1

2�
	� +

d1

2
−

d2

2

 , �66�

T��p� = −
K

8�
sin�2�p� . �67�

When determining tunneling rates numerically using absorb-
ing regions at �q��1 /2, we find strong fluctuations as a func-
tion of heff, similar to the standard map. Choosing �q��1 /4
for the opening, which is closer to the regular stripe, we find
smoothly decaying tunneling rates �dots in Fig. 14�. Their
comparison with the numerical evaluated prediction of Eq.
�7� shows excellent agreement, see Fig. 14 �lines�.

Note that due to the symmetry of the map there are al-
ways two regular states with comparable tunneling rates ex-
cept for the ground state m=0. These two states are located
symmetrically around the center of the regular stripe. While
the prediction �Eq. �7�� is identical for both of these states,
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FIG. 13. �Color online� Tunneling rates for the standard map
��=2.9� for m�2 vs 1 /heff. Prediction of Eq. �7� �lines� and nu-
merical rates �dots�, obtained using absorbing regions at �q��1 /4
�gray-shaded area of the inset�.
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FIG. 14. �Color online� Dynamical tunneling rates from a regu-
lar stripe to the chaotic sea for the map Drs. We compare numerical
rates �dots� and the prediction following from Eq. �7� �lines� vs
1 /heff for the quantum numbers �m��4. The inset shows the phase
space of the system. The numerical rates are obtained using absorb-
ing regions at �q��1 /4 �gray-shaded area of the inset�.
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the numerical results differ slightly due to the different cha-
otic dynamics in the vicinity of the left and right borders of
the regular region.

V. APPLICATION TO BILLIARDS

Billiards play a central role in both experimental and the-
oretical studies in quantum chaos. They are dynamical sys-
tems given by a point particle of mass M which moves with
constant velocity inside a domain ��R2 which we assume
to be compact. The particle is elastically reflected at the
boundary �� such that the angle of incidence equals the
angle of reflection. While there are only a few integrable and
completely chaotic billiards, the majority shows a mixed
phase space consisting of regions of regular and chaotic dy-
namics. Quantum mechanically, billiards are described by
the time-independent Schrödinger equation �in units �=2M
=1 used in this section�

− �	n�q� = En	n�q�, q � � , �68�

with the Dirichlet boundary condition 	n�q�=0, q���. In
Eq. �68� � denotes the Laplace operator in two dimensions.
Equation �68� is identical to the eigenvalue problem of the
two-dimensional Helmholtz equation which, for example,
describes electromagnetic modes in a microwave cavity. This
equivalence allows for the simulation of quantum billiards
by experiments using microwave cavities �73–77�.

The state of a particle is described by a wave function
	�q��L2��� in position representation, where L2��� is the
Hilbert space of square integrable functions on �. Due to the
compactness of � the eigenvalues �En� are discrete and can
be ordered as 0�E1�E2�E3�¯. The eigenfunctions can
be chosen real and form an orthonormal basis on L2���. In
contrast to the case of quantum maps discussed in Sec. IV
one gets infinitely many eigenvalues and eigenfunctions.
There are only a few billiard systems, whose eigenfunctions
are analytically known, e.g., the rectangular, circular, and
elliptical billiard. Usually an analytical solution of Eq. �68� is
not possible.

The determination of tunneling rates for two-dimensional
billiard systems is of current interest. It is relevant, e.g., in
the context of light emission in optical microcavities
�47–49,78�, flooding of regular states �44–46� and conduc-
tance properties of electrons in disordered wires with a mag-
netic field �55,56�. Previous theoretical predictions of tunnel-
ing rates �31� or energy-splittings �16,17� in billiards
required additional free parameters.

We apply the fictitious integrable system approach in or-
der to determine direct regular-to-chaotic tunneling rates for
billiards. For this we employ Eqs. �13� and �14�, where in the
following we omit the tilde of the nonorthogonal chaotic

states 	̃ch and label the corresponding dimensionless matrix
elements and tunneling rates by vch,mn and �mn, respectively.
For the chaotic states entering in Eq. �13� we employ random
wave models �4� such that the average in Eq. �14� becomes
an ensemble average over the different realizations of the
random wave model. From this we obtain explicit analytical

predictions for the mushroom billiard �33�, the annular bil-
liard, two-dimensional nanowires with one-sided surface dis-
order, and optical microcavities �34�.

A. Mushroom billiard

We consider the desymmetrized mushroom billiard �79�,
see Fig. 15�a�, characterized by the radius R of the quarter
circular cap, the stem width a, and the stem height l. This
billiard is of great current interest �31,51,80–82� due to its
sharply separated regular and chaotic regions in phase space.
The regular trajectories show whispering-gallery motion and
do not cross the small quarter circle of radius a. Each trajec-
tory which crosses this curve is chaotic, see Fig. 15�c�. There
is no hierarchical regular-to-chaotic transition region and
there appear no resonance chains inside the regular island.
Hence, for this billiard resonance-assisted tunneling does not
occur and the direct regular-to-chaotic tunneling process is
relevant for all energies E. The application of the fictitious
integrable system approach to the mushroom billiard leads to
the explicit analytical formula �83�, which was obtained in
Ref. �33�, where it was successfully compared to experimen-
tal data.

1. Derivation of tunneling rates

In order to predict tunneling rates for the mushroom bil-
liard we review the derivation �33� starting from Eqs. �13�
and �14�. First we construct a fictitious integrable system
Hreg, determine its eigenstates 	reg

mn�q�, and find a model for
the chaotic states 	ch�q�. In the following analysis we set R
=1. A natural choice for the regular system Hreg is the
quarter-circle billiard. Its eigenfunctions are analytically
known
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FIG. 15. �Color online� �a� Schematic picture of the mushroom
billiard, with cap radius R, stem width a, and stem height l, showing
the two coordinate systems used in the theoretical derivation of the
direct regular-to-chaotic tunneling rates. �b� Auxiliary billiard Hreg

W .
�c� Poincaré section at the quarter-circle boundary �relative tangen-
tial momentum p vs arclength s� showing regular and chaotic re-
gions with illustrations of trajectories.
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	reg
mn�r,
� = NmnJm�jmnr�sin�m
� , �69�

in polar coordinates �r ,
�. They are characterized by the
radial �n=1,2 , . . .� and the azimuthal �m=2,4 , . . .� quantum
numbers. As we are considering the quarter-circle billiard m
is allowed to take even values only. Here Jm denotes the mth
Bessel function, jmn denotes the nth root of Jm, Nmn

=�8 /� /Jm−1�jmn� accounts for the normalization, and Emn
= jmn

2 are the eigenenergies. Among the regular states of the
quarter-circle billiard, we will consider only those which
concentrate on regular tori of the mushroom billiard with
angular momentum pmn=m / jmn�a.

We use the Hamiltonian H of the mushroom and Hreg of
the quarter-circle billiard in Eq. �13� to determine the cou-
pling between the regular and the chaotic states. An infinite
potential difference H−Hreg=−� occurs, while 	reg

mn =0 in the
stem of the mushroom for y�0. In order to avoid the unde-
fined product �H−Hreg�	reg

mn we introduce a finite potential at
y�0, see Fig. 15�b�,

Hreg
W �q,p� = p2 + V�q� , �70�

V�q� = �0 for x2 + y2 � 1,x,y � 0

W for y � 0,0 � x � 1

� otherwise,
� �71�

and consider the limit W→� in which the quarter-circle bil-
liard is recovered. For finite W the regular eigenfunctions
	reg,W

mn �q� of Hreg
W decay into the region y�0. To describe this

decay we make the following ansatz:

	reg,W
mn �x,y� = 	reg,W

mn �x,y = 0�e�y , �72�

where � depends on W via the Schrödinger equation as

− �2 + W = Emn
W . �73�

Since the regular eigenfunctions 	reg,W
mn and their derivatives

have to be continuous at y=0, we obtain

� =
�y	reg,W

mn �x,y = 0�
	reg,W

mn �x,y = 0�
. �74�

Evaluating Eq. �13� for the coupling matrix elements one
finds

vch,mn = lim
W→�

�
0

a

dx�
−l

0

dy	ch�x,y��− W�	reg,W
mn �x,y� �75�

=− lim
W→�

�
0

a

dx�
−l

0

dy	ch�x,y�
W

�
e�y�y	reg,W

mn �x,0� . �76�

In the last equation the term We�y /� appears, which in the
limit W→� gives for y�0

W

�
e�y =

W

�W − Emn
W

e
�W−Emn

W y → 2��y� , �77�

where we use Eq. �73� and that Emn
W remains bounded. For

the coupling matrix elements �Eq. �76��, we obtain

vch,mn = − �
0

a

dx	ch�x,y = 0��y	reg
mn�x,y = 0� . �78�

Due to the limiting process only an integration along the line
y=0 remains which connects the quarter circle billiard to the
stem of the mushroom. Equation �78� contains the derivative
of the regular wave function perpendicular to this line. The
largest contribution of the integral is close to the corner of
the mushroom at x=a, as the derivative of the regular eigen-
functions �y	reg

mn decays toward x=0. Inserting the regular
states �Eq. �69��, one finds

vch,mn = − Nmn�
0

a

dx	ch�x,y = 0�
m

x
Jm�jmnx� . �79�

In order to evaluate Eq. �79� we use a random wave descrip-
tion to model the chaotic states 	ch�q�. It has to respect the
Dirichlet boundary conditions in the vicinity of the corner at
x=a. For this random wave model we use polar coordinates
q= �� , � as introduced in Fig. 15�a� such that the corner of
angle 3� /2 is located at �0,0�. The Dirichlet boundary con-
ditions at this corner are accounted for using �83�

	ch��, � =� 8

3Ach
�
s=1

�

csJ2s/3�k��sin	2s

3
 
 �80�

in which x−a=� cos� � and y=� sin� �. The coefficients cs
are independent Gaussian random variables with mean zero,
�cs�=0, and unit variance, �csct�=�st. Equation �80� fulfills
the Schrödinger equation at energy E=k2 and the prefactor is
chosen such that ��	ch�� , ��2�=1 /Ach holds far away from
the corner. Note that we do not require these chaotic states to
decay into the regular island, as Eq. �79� is an integral along
a line of the billiard where the phase space is fully chaotic.
Near the boundary, but far away from the corner, ��	ch�2�
recovers the behavior 1−J0�2k�x�� �84,85�. Inserting Eq. �80�
into Eq. �79� at energy Emn= jmn

2 and  =�, we obtain the
coupling matrix elements

vch,mn = − Nmn� 8

3Ach
�
s=1

�

cssin	2s

3
�


· �
0

a

J2s/3�jmn�a − x��
m

x
Jm�jmnx�dx , �81�

where terms with s a multiple of 3 vanish. Using these ma-
trix elements in Fermi’s golden rule �Eq. �14�� gives a pre-
diction of the tunneling rates

�mn = m2Nmn
2 �

s=1

�

���
0

a dx

x
J2s/3�jmn�a − x��Jm�jmnx��2

.

�82�

The prime at the summation indicates that the sum over s
excludes all multiples of three. The remaining integral can be
solved analytically �Eq. 11.3.40 of �86��, leading to the final
result
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�mn =
8

�
�
s=1

�

�
Jm+2s/3�jmna�2

Jm−1�jmn�2 . �83�

This gives a prediction of direct regular-to-chaotic tunneling
rates of any regular state 	reg

mn to the chaotic sea in the mush-
room billiard. The sum has its dominant contribution for s
=1 and evaluating Eq. �83� up to s�2 gives sufficiently
accurate predictions.

It is worth to remark that a very plausible estimate of the
tunneling rate is given by the averaged square of the regular
wave function on a circle with radius a, i.e., the boundary to
the fully chaotic phase space, yielding �mn

0

=Nmn
2 Jm�jmna�2 /2. Surprisingly, it is just about a factor of

two larger for the parameters we studied. In Ref. �31� a re-
lated quantity is proposed, given by the integral of the
squared regular wave function over the quarter circle with
radius a. This quantity, however, is too small by a factor of
order 100 for the parameters under consideration.

2. Comparison with numerical rates

The eigenvalues and eigenfunctions of the mushroom bil-
liard are determined by numerically solving the Schrödinger
equation. The improved method of particular solutions
�31,87� allows a determination of the energies E with a rela-
tive error 
10−14. We analyze the widths �Ech,mn of avoided
crossings between a given regular state and typically 30 cha-
otic states under variation in the height l of the stem, starting
with l=0.3. From Eq. �52�, �
���Ech,mn�2Ach� /8, we deduce
the tunneling rate where we use Ach= la+ �arcsin�a�
+a�1−a2� /2 �33� as derived in Appendix C. Note that some
pairs of regular states are very close in energy, e.g., E20,1
−E16,2
10−4, such that their avoided crossings with a cha-
otic state overlap, making a numerical determination of the
smaller tunneling rate unfeasible within the presented ap-
proach.

Figure 16 shows the numerical tunneling rates �mn for
fixed radial quantum number n=1,2 ,3 and increasing azi-
muthal quantum number m for a=0.5. It is compared to the
theoretical prediction �Eq. �83��, which is connected for fixed

n and increasing m by straight lines, giving rise to an appar-
ently smooth curve. We find excellent agreement for tunnel-
ing rates �mn over 18 orders of magnitude. The small oscil-
lations which appear in the numerical rates on top of the
exponential decay might be related to the two-level approxi-
mation for avoided crossings which we use for the numerical
determination of the tunneling rates.

To further test the prediction we determine the tunneling
rate of the regular state �m ,n�= �30,1� under variation in the
stem width a. The results presented in Fig. 17 show a de-
crease in this tunneling rate which appears faster than expo-
nential with 1−a. Again we find excellent agreement to nu-
merical rates. Note that the accuracy of the numerical
method used for determining eigenenergies of the mushroom
is best for a
0.5 and declines for larger or smaller a.

Another interesting question is how the tunneling rates
from a given classical torus behave. For this we consider a
sequence of regular states �m ,n� which semiclassically local-
ize on a torus characterized by an angular momentum pt
�a. For each n we choose m such that pmn=m / jmn
 pt. The
resulting behavior of the tunneling rates is presented in Fig.
18 for pt=0.6 and pt=0.8. A comparison of these predictions
to numerical rates shows excellent agreement.

For fixed azimuthal quantum number m and increasing
radial quantum number n the tunneling rates increase. This
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FIG. 16. �Color online� Tunneling rates of regular states with
quantum numbers n�3 vs k for a=0.5 comparing the prediction of
Eq. �83� �solid lines� and numerical rates �dots�. The insets show the
regular eigenfunctions 	reg

12,1 and 	reg
54,3 �as indicated by labels�. In

addition the asymptotic prediction of Eq. �88� is presented �dashed
lines�.
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FIG. 17. �Color online� Tunneling rates of the regular state 	reg
30,1

vs the stem width a. We compare the prediction of Eq. �83� �solid
lines� and numerical rates �dots�. The insets show the regular eigen-
function 	reg

30,1 at a=0.34 and a=0.74.
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FIG. 18. �Color online� Tunneling rates of regular states local-
ized closest to a classical torus of angular momentum pt=0.8 and
pt=0.6 vs k for a=0.5. We compare the prediction of Eq. �83� �solid
lines� and numerical rates �dots�. The insets show the regular eigen-
functions 	reg

52,2 close to pt=0.8 and 	reg
22,3, 	reg

192,25 close to pt=0.6.
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behavior is presented in Fig. 19. Again we find good agree-
ment between the predictions of Eq. �83� and numerical
rates.

3. Approximation

Let us now approximate Eq. �83� for m�n and large
wave numbers k in order to understand the exponential be-
havior of the tunneling rates, which is visible in Figs. 16 and
18 with increasing k. First we consider the numerator of the
leading term s=1 in Eq. �83� and use Eq. 9.1.63 of Ref. �86�
for noninteger arguments of the Bessel function

Jm+2/3�jmna� � �amn
m+2/3

exp�	m +
2

3

�1 − amn

2 �
�1 + �1 − amn

2 �m+2/3 � , �84�

with amn= jmna / �m+2 /3�. Equation �84� provides an upper
bound of Jm+2/3�jmna�. Numerically it has been confirmed
that a good approximation is given by this bound divided by
m3/2,

Jm+2/3�jmna� 

1

m2/3	amn
m̃ exp�m̃bmn�

�1 + bmn�m̃ 
 �85�

=
1

m2/3exp	m̃�bmn − ln	1 + bmn

amn

�
 , �86�

where m̃=m+2 /3 and bmn=�1−amn
2 . The denominator of the

term s=1 in Eq. �83� can be approximated for n=1 using Eq.
9.5.18 of Ref. �86�

Jm−1�jmn� = Jm� �jmn� 
 − 1.1131m−2/3 
 −
1

m2/3 . �87�

We thus obtain for the tunneling rates assuming that Eq. �87�
also approximately holds for n�1

�mn 

8

�
exp�2m̃�bmn − ln	1 + bmn

amn

�� . �88�

For fixed radial quantum number n and increasing azimuthal
quantum number m the tunneling rates decay exponentially
with k�m. Figure 16 shows the comparison to Eq. �83�

�dashed lines�. We find agreement with deviations smaller
than a factor of two. The prediction �Eq. �88�� has a similar
form as Eq. �39� which has been obtained for a quantum map
with a harmonic oscillatorlike regular island. This reflects the
similarity of this system to the mushroom billiard.

B. Annular billiard

We consider the desymmetrized annular billiard character-
ized by the radius R=1 of the large semicircle, the radius a
of the small semicircle, and the displacement w of this semi-
circle, see Fig. 20�a�. In contrast to the sharply separated
regular and chaotic dynamics in the mushroom billiard, the
phase space of the annular billiard is more subtle. Again we
find regions of regular whispering-gallery motion. In the cha-
otic region, however, additional regular islands and partial
barriers may be located, depending on the choice of a and w.
This structure leads to the existence of so-called beach states
which resemble regular states but are localized in the chaotic
sea close to the border of the regular region. These beach
states were described by Doron and Frischat �16,17� who
also studied the dynamical tunneling process in annular bil-
liards. Their prediction of tunneling rates required fitting
with a free parameter. In this section we want to apply the
fictitious integrable system approach to find a prediction of
direct regular-to-chaotic tunneling rates which describe the
decay of whispering-gallery modes into the chaotic sea.

In order to determine these direct regular-to-chaotic tun-
neling rates we proceed similar to the case of the mushroom
billiard. We have to evaluate Eq. �13� for the coupling matrix
elements vch,mn and then use Fermi’s golden rule �Eq. �14��
to determine the tunneling rates. In the first step the fictitious
integrable system Hreg and its eigenstates 	reg

mn have to be
defined. A natural choice for Hreg is the semicircle billiard
which exactly reproduces the whispering-gallery motion in
the annular billiard. Its eigenstates are given by

	reg
mn�r,
� = NmnJm�jmnr�sin�m
� �89�

in polar coordinates �r ,
�, where Jm denotes the mth Bessel
function, jmn is the nth root of Jm, and Nmn
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FIG. 19. �Color online� Tunneling rates of regular states with
quantum number m=70 vs k for a=0.5 comparing the prediction of
Eq. �83� �solid lines� and numerical rates �dots�. The insets show the
regular eigenfunctions 	reg

70,2 and 	reg
70,12.
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FIG. 20. �Color online� �a� Schematic picture of the desymme-
trized annular billiard showing the two coordinate systems used in
the theoretical derivation of the direct regular-to-chaotic tunneling
rates. �b� Poincaré section at the semicircle boundary �relative tan-
gential momentum p vs arclength s� showing regular and chaotic
regions for R=1, a=0.15, and w=0.45 with illustrations of
trajectories.
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=�4 /� /Jm−1�jmn�. The regular states are characterized by the
radial quantum number n=1,2 , . . . and the azimuthal quan-
tum number m=1,2 , . . .. Hence, the tunneling rates describ-
ing the decay of the regular state 	reg

mn�r ,
� will be labeled by
�mn. Note that for the annular billiard only those regular
states semiclassically exist which localize on tori with angu-
lar momentum pmn=m / jmn�w+a.

Evaluating Eq. �13� in order to determine the coupling
matrix elements vch,mn between the regular and the chaotic
states, an infinite potential difference arises within the small
disk of radius a between the Hamiltonian H of the annular
and Hreg of the semicircle billiard, H−Hreg=�. At the same
time for the chaotic states 	ch=0 holds in that region, which
leads to an undefined product “� ·0.” Similar to the approach
presented for the mushroom billiard we circumvent this
problem by considering a finite potential difference W for
which at the end the limit W→� is performed. In contrast to
the mushroom billiard the area of the annular billiard � is
included in the area of the semicircle billiard �reg, ���reg.
We find that in this case the derivative of the chaotic states
	ch�q� enters in Eq. �13�. We obtain

vch,mn = a�
0

�

d 	reg
mn�a, ���	ch�� = a, � �90�

=aNmn�
0

�

d Jm�jmnr�sin�m
���	ch�a, � , �91�

where we introduce polar coordinates �� , � such that x
=� cos� �+w and y=� sin� �. Only the integration over  
from  =0 to  =� along the small semicircle of radius �
=a remains. Note that the regular eigenfunctions are given in
polar coordinates �r�� , � ,
�� , ��, while we integrate along
�=a, see Fig. 20�a�. Along this half-circle the regular wave
function is largest near the point �� , �= �a ,0� for w�0.
Hence, a random wave description for the chaotic states
	ch�� , � has to respect the Dirichlet boundary conditions on
the line y=0 and on the small semicircle of radius a.

Such a random wave model can be constructed using the
solutions of the annular concentric billiard �Sec. 25 of �88��
as base functions in polar coordinates �� , �

	ch��, � =
2

�Ach
�
s=1

�

cs sin�s � ·
Js�k��Ys�ka� − Js�ka�Ys�k��

�Js�ka�2 + Ys�ka�2
,

�92�

in which the cs are Gaussian random variables with �cs�=0
and �csct�=�st. Furthermore, Ys denotes the sth Bessel func-
tion of the second kind. The normalization constant 2 has
been obtained numerically, such that ��	ch�2�=1 /Ach holds
far away from the boundary. The chaotic states defined by
Eq. �92� fulfill the Schrödinger equation at arbitrary energy
E=k2. Similar to the mushroom billiard we do not require
that the chaotic states decay into the regular island, as Eq.
�91� is an integral along a line of the billiard which is not hit
by any regular whispering-gallery trajectory. Near the hori-
zontal boundary and away from the small circle ��	ch�2� re-
covers the behavior 1−J0�2k��−a�� �84,85�. Using the radial
derivative of 	ch�� , � at �=a one finds

��	ch�� = a, � =
2k

�Ach
�
s=1

�

cs sin�s �Rs�ka� , �93�

in which we use Js+1�ka�Ys�ka�−Js�ka�Ys+1�ka�=2 / ��ka�
�Eq. 9.1.16 of �86�� and introduce

Rs�ka� ª
2

�ka�Js�ka�2 + Ys�ka�2
. �94�

With this result we calculate the tunneling rates at energy
Emn= jmn

2

�mn = 2Nmn
2 a2jmn

2 �
s=1

�

Rs�jmna�2 ·

���
0

�

d sin�s �Jm�jmnr� ��sin�m
� ���2

.

�95�

This is our final result predicting the decay of a regular state
	reg

mn located in the regular whispering-gallery region to the
chaotic sea. In Eq. �95�, in contrast to the result for the mush-
room billiard �Eq. �83��, the term s=1 is typically not the
most important contribution. Here the dominant s increases
with energy. In contrast to the prediction of Refs. �16,17� no
fitting is required.

The numerical determination of tunneling rates using
avoided crossings is more difficult for the annular billiard
than in the case of the mushroom billiard: in order to affect
the chaotic but not the regular component of phase space
under parameter variation we increase the radius a of the
small inner circle and move its center position w such that its
rightmost edge at w+a is constant. We increase a starting
from a=0.05 until 30 avoided crossings have occurred or a
=0.4 is reached. This procedure drastically affects the cha-
otic states while the regular whispering-gallery modes re-
main almost unchanged. Note that under this parameter
variation the phase-space structure in the chaotic region
changes from macroscopically chaotic to a situation in which
additional regular islands and partial barriers appear. With
increasing k, however, a smaller parameter variation is re-
quired and these problems become less relevant.

Figure 21 shows the numerical tunneling rates for w+a
=0.6. We evaluate the analytical prediction �Eq. �95�� for a
=0.15 and w=0.45. Variations in a with constant w+a, as
necessary for the numerical rates, affect the prediction by at
most a factor of two �not shown�. The comparison in Fig. 21
gives qualitative agreement. While some tunneling rates
agree with the prediction, deviations of a factor of 100 ap-
pear for other rates.

We believe that these deviations are artifacts of our nu-
merical procedure to determine tunneling rates from avoided
crossings �58�. They occur most likely due to beach states
which exist in the chaotic region of phase space and look
similar to regular states though no quantizing tori can be
associated with them �16,17�. Numerically we need to ana-
lyze avoided crossings between the regular mode and all
modes outside the regular island under variation in the shape
of the billiard. However, as beach states almost behave like
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regular states, their energy only slightly varies if the bound-
ary of the billiard is changed. Hence, they rarely show
avoided crossings with the regular state. In addition the cha-
otic states concentrate further away from the regular island
and thus give rise to considerably smaller avoided crossings.
This leads to artificially reduced numerical tunneling rates. It
would be desirable to determine numerical tunneling rates
for the annular billiard by other means, e.g., by opening the
billiard, to obtain a more quantitative verification of the pre-
diction Eq. �95�.

C. Disordered wire in a magnetic field

We study two-dimensional nanowires �55,56,89� with
one-sided disorder, see Fig. 22�a�, in the presence of a ho-
mogeneous magnetic field B perpendicular to the wire. Such
nanowires have a mixed phase space, see Fig. 22�b�. Orbits
which only hit the lower flat boundary are regular skipping
orbits while those which are reflected at the upper disordered
boundary numerically show chaotic motion. The phase space
of the wire has a sharp transition from regular to chaotic
dynamics. There are no resonance chains inside the regular

island and there is no relevant hierarchical region.
In Refs. �55,56� it was shown that in such wires the lo-

calization lengths ! increase exponentially with increasing
Fermi wave number kF of the electrons. This can be ex-
plained by the mixed phase-space structure giving rise to
dynamical tunneling between the regular island and the cha-
otic sea. The dynamical tunneling rates � are directly related
to the localization lengths, !�1 /�. We apply the fictitious
integrable system approach to determine localization lengths
! and compare the results to the analytical prediction derived
in Refs. �55,56�.

The nanowire with a disordered boundary is assembled
from L rectangular elements to which two leads of width W
are attached. The nth element has a length l=W /5 and a
height hn which is uniformly distributed in the interval �W
−� /2,W+� /2� with �=2W /3. The heights hn are allowed to
take M =20 different values including the boundaries of the
interval. For increasing values of the Fermi wave number kF
the magnetic field B is adjusted such that the cyclotron radius
rc=�kF / �eB� remains constant, using rc=3W. This leaves the
classical dynamics unchanged and the semiclassical limit is
given by kF→�.

In order to apply the fictitious integrable system approach
we have to consider a closed billiard. It is obtained by im-
posing periodic boundary conditions at the positions where
the leads are attached. The tunneling rate is given by Fermi’s
golden rule �Eq. �14�� using the coupling-matrix elements
between regular and chaotic states �Eq. �13��. Similar to the
examples discussed previously we have to find a fictitious
integrable system Hreg which resembles the regular part of
the phase space and extends it beyond. A reasonable choice
is a billiard of length Ll with periodic boundary conditions at
x=0 and with a boundary at y=0 but open for y�0. In a
magnetic field it shows exactly the same regular phase space
as the wire with one disordered boundary and is completely
integrable. Its eigenfunctions 	reg

m �x ,y� are given by �90�

	reg
m �x,y� =

1
�lL

eikmxZm�y� , �96�

where Zm�y� solves a one-dimensional Schrödinger equation
with an effective potential due to the magnetic field and m
�1 is the quantum number in transversal direction. Using
this regular system and its eigenstates in Eq. �13� gives

vch,m = �
C

ds�N	ch�x�s�,y�s��	reg
m �x�s�,y�s�� . �97�

As for the annular billiard the derivative of the chaotic states
�N	ch�x�s� ,y�s�� is in the normal direction along the disor-
dered boundary C, which is parameterized by s.

The most important contributions of the integral in Eq.
�97� are from rectangular elements of the wire which have
the smallest height, i.e., hn=W−� /2. This follows from the
exponential decay of the regular wave functions 	reg

m in y
direction. There are L /M such rectangular elements. The up-
per boundary of the wire near such an element is composed
of �i� two vertical parts �x=nl, y� �hn−1 ,W−� /2� and x
= �n+1�l, y� �W−� /2,hn+1�� and �ii� one horizontal part �x
� �nl , �n+1�l�, y=W−� /2�.
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FIG. 21. �Color online� Tunneling rates from regular states with
quantum numbers n�3 vs k for w+a=0.6 comparing the prediction
of Eq. �95� �solid lines� and numerical rates �dots�. The insets show
the regular eigenfunctions 	reg

12,1 and 	reg
54,3.
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FIG. 22. �Color online� �a� Schematic picture of a magnetic wire
with one-sided disorder to which leads of width W are attached. The
wire is composed of rectangular elements of length l and a uni-
formly distributed height in �W−� /2,W+� /2�. For the tunneling
process contributions �i� along the vertical and �ii� along the hori-
zontal parts of the upper boundary are relevant. �b� A Poincaré
section �y , py� at fixed x shows a large regular island �red lines� and
the chaotic sea �blue dots�.
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�i� Let us first consider one vertical contribution to the
coupling-matrix elements vch,m for the fixed x coordinate x�

=nl. For the chaotic states 	ch we employ a random wave
model with wavelength kF such that the Dirichlet boundary
condition at x=x� is fulfilled

	ch�r,
� =
2

�Ach
�
s=1

�

csJs�kFr�sin	s
 −
�

2
s
 , �98�

where the polar coordinates �r ,
� are defined by x=x�

+r cos 
 and y=W−� /2+r sin 
. The coefficients cs are
Gaussian random variables with mean zero and �csct�=�st. It
will turn out that the form of Eq. �98� is more convenient for
the following evaluation than a plane wave ansatz. The de-
rivative of 	ch with respect to x at x=x� gives

�x	ch�x = x�, ŷ� =
2

�Ach
�
s=1

�

cs
Js�kFŷ�s

ŷ
, �99�

where ŷ=y− �W−� /2�. Hence, the contribution of one verti-
cal part of the boundary to the coupling-matrix element is
�up to a phase eikmx�

�

vch,m =
2

�Ach

1
�Ll

�
s=1

�

cs�
0

� Js�kFŷ�s
ŷ

Zm�ŷ�dŷ . �100�

Here we have replaced the upper integration limit by � as
Zm�ŷ� decays exponentially. The sum of 2L /M such
coupling-matrix elements gives according to Fermi’s golden
rule �Eq. �14�� the direct regular-to-chaotic tunneling contri-
bution of the vertical boundaries

�m
�i� =

4

Ml
�
s=1

�

s2	�
0

� Js�kFŷ�
ŷ

Zm�ŷ�dŷ
2

, �101�

where we assume independent coefficients cs for each verti-
cal boundary.

�ii� For the horizontal boundaries we consider the regular
wave functions 	reg

m �x̂ , ŷ=0�=Zm
0 eikm�nl+x̂�, where x̂=x−nl and

Zm
0 =Zm�ŷ=0�. For the chaotic wave function a random wave

model respecting the Dirichlet boundary at ŷ=0 is used,

	ch�x̂, ŷ� =� 2

NAch
�
s=1

N

cse
i�kFx̂ cos  s+
s�sin�kFŷ sin  s� ,

�102�

where the coefficients cs are Gaussian random variables with
mean zero as well as �csct�=�st and the angles  s and 
s are
uniformly distributed in �0,2��. The derivative of 	ch with
respect to ŷ at ŷ=0 reads

�ŷ	ch�x̂, ŷ = 0� =
�2kF

�NAch
�
s=1

N

cs sin  se
i�kFx̂ cos  s+
s�.

�103�

Hence, we obtain for the contribution of one horizontal part
of the boundary to the coupling-matrix element �up to a
phase eikmnl�

vch,m =
�2kFZm

0

�AchNLl
�

s

cs sin  se
i
s�

0

l

dx̂ei�kF cos  s+km�x̂.

�104�

The sum of L /M such coupling-matrix elements gives ac-
cording to Fermi’s golden rule, Eq. �14�, the direct regular-
to-chaotic tunneling contribution of the horizontal bound-
aries

�m
�ii� =

�Zm
0 �2

2�Ml
�

0

2�

d sin2  

2 − 2 cos	lkF�cos  +
km

kF
�


	cos  +
km

kF

2 ,

�105�

where we assume independent coefficients cs for each hori-
zontal boundary. The total tunneling rate is given as the sum
of the two contributions, Eq. �101� from the vertical parts of
the boundary and Eq. �105� from the horizontal parts of the
boundary,

�m = �m
�i� + �m

�ii�. �106�

Here we use the approximation that random wave models for
the horizontal and vertical boundaries are independent.

We now compare this result for the dynamical tunneling
rates �m to the semiclassical prediction of localization
lengths !m for the wire with one-sided disorder derived in
Ref. �56�. For the connection between tunneling rates and
localization lengths we use their inverse proportionality
�91,92�. One finds

�m =
vx,m

!ml
=

2km

!ml
, �107�

where vx,m is the velocity of the mth mode in x direction and
the localization length !m is measured in units of the length l
of the rectangular elements. Figure 23 compares the localiza-
tion lengths obtained by the fictitious integrable system ap-
proach using Eqs. �106� and �107� with numerically deter-
mined Zm�y� �solid lines� to the analytical prediction of Ref.
�56� �dashed lines� showing good agreement with deviations
smaller than a factor of two.
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FIG. 23. �Color online� Localization lengths of transversal
modes in a magnetic wire with one-sided disorder for the mode
numbers m�4 vs kFW /� for l /W=1 /5 and �=2W /3. We compare
the prediction of Eqs. �106� and �107� �solid lines� and the analyti-
cal result of Ref. �56� �dashed lines�.
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Note that while in Ref. �56� the localization length is l
independent we find for our horizontal contribution an l de-
pendence due to the integral in Eq. �104�. This becomes rel-
evant for l�W and can be corrected by either changing the
upper limit of integration in Eq. �104� from l to 1 /kF or by
choosing an improved Hreg. This accounts for the fact that far
away from the corners of the disordered boundary there is no
tunneling.

D. Optical microcavities

Optical microcavities in which photons can be confined in
three spatial dimensions are a subject of intensive research as
they are relevant for applications such as ultralow-threshold
lasers. Especially whispering-gallery cavities such as micro-
disks, microspheres, and microtoroids have been investigated
as they can trap photons for a long time near the boundary by
total internal reflection at the optically thinner medium. The
corresponding whispering-gallery modes have a very high
quality factor Q. While the microdisk emits the photons iso-
tropically, cavities with deformed surfaces may additionally
lead to directed emission �47,78,93,94�.

The quality factors Q of optical microcavities can be con-
nected to dynamical tunneling rates �. These rates can be
determined using the fictitious integrable system approach
�34�, which will be summarized in this section. For a mode
in an open cavity the quality factor Q is related to the corre-
sponding resonance with complex wave number k=Re�k�
+ i Im�k� via

Q = −
Re�k�

2 Im�k�
. �108�

For cavities with a mixed phase space the quality factor Q of
a regular mode has two contributions

1

Q
=

1

Q1d
+

1

Qdyn
. �109�

Here Q1d accounts for the coupling of the regular mode to
the continuum. In the case of the circular microcavity �95� it
is described by a quasi-one-dimensional barrier-tunneling
process through an angular momentum barrier. It can be pre-
dicted by means of WKB theory or using the numerically
determined decay rates of the modes in the circular cavity.
Note that for this contribution the mixed phase-space struc-
ture is irrelevant. The second contribution, Qdyn, is given by
dynamical tunneling from the regular mode to the chaotic
sea, which is strongly coupled to the continuum. Here we
assume that there are no further phase-space structures
within the chaotic sea that affect the quality factor. A priori it
is not obvious, which of the two contributions will dominate.

In order to determine Qdyn the fictitious integrable system
approach can be employed in analogy to hard-wall billiards.
It is extended to open cavities in the following way: �i� as a
fictitious integrable system Hreg one chooses a cavity such
that it resembles the regular dynamics of H. The quantum
system has resonance states 	reg. �ii� As a model for the
chaotic resonances 	ch a random wave model is used, which
in addition fulfills the relevant cavity boundary conditions.

�iii� The tunneling rate � determines the quality factor Qdyn
by

Qdyn =
2 Re�k�2n�

2

�
, �110�

where n� is the refractive index of the cavity. Here it is used
that the imaginary part of the wave number is connected to
the decay rate of the resonant state via �=−4n�

2 Re�k�Im�k�
and Eq. �108�.

This approach was developed and applied to the annular
microcavity, a microdisk with an air hole, in Ref. �34�. It has
a particularly interesting geometry which allows for unidi-
rectional emission and high quality factors simultaneously.
An analytical expression for the quality factor Qdyn was de-
rived which is in very good agreement with the full numeri-
cal simulations of Maxwell’s equations.

VI. SUMMARY AND OUTLOOK

We study the direct regular-to-chaotic tunneling process
in systems with a mixed phase space. It is dominant in the
regime, heff�Areg, where fine-scale structures of the phase
space such as nonlinear resonances are not resolved by quan-
tum mechanics. To describe this tunneling process we intro-
duce the fictitious integrable system approach. It uses a de-
composition of the Hilbert space into two parts which
account for the regular and the chaotic dynamics. This leads
to a formula which predicts the direct tunneling rate �m of
the mth regular state �	reg

m � to the chaotic sea �Eq. �7��. The
fictitious integrable system has to be chosen such that its
dynamics resembles the regular dynamics of the original
mixed system as closely as possible and extends it beyond its
regular region. The determination of the fictitious integrable
system is the most difficult step in the application of this
approach. For maps the Lie transformation or methods based
on the frequency map analysis can be used. A general proce-
dure for billiards is under development.

In Sec. IV dynamical tunneling rates are determined nu-
merically and compared to the prediction of the fictitious
integrable system approach for different quantum maps. We
find excellent agreement over several orders of magnitude in
�. For a harmonic oscillatorlike island embedded in a chaotic
sea it is possible to derive a semiclassical expression for the
tunneling rates which depends on the area of the regular
region and the effective Planck constant only. Furthermore,
in Sec. V we apply the approach to billiard systems, where
we use random wave models to describe the chaotic states.
For the mushroom billiard the prediction is in excellent
agreement with numerical and experimental data. Finally, we
apply the approach for direct regular-to-chaotic tunneling
rates to the annular billiard, nanowires with one-sided disor-
der in a magnetic field, and to the quality factors of optical
microcavities.

In the semiclassical regime, heff�Areg, nonlinear reso-
nances lead to enhanced tunneling rates due to resonance-
assisted tunneling. This resonance-assisted tunneling mecha-
nism is combined to direct regular-to-chaotic tunneling in
Ref. �35�, leading to a prediction of tunneling rates which is
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valid from the quantum to the semiclassical regime. For this
prediction the direct tunneling rates discussed in this paper,
which can be determined using the fictitious integrable sys-
tem approach, are essential.

Ultimately, it is the aim to obtain a complete semiclassical
treatment of the approach also for systems with a generic
regular island. This theory should predict tunneling rates and
their dependence on the effective Planck constant heff di-
rectly from classical properties of the regular island, such as
its size, shape, and winding number and properties of the
chaotic sea, such as unstable fixed points, partial barriers,
and transport properties. A promising approach seems to be
the complex-path formalism which has been successfully ap-
plied to study the tunneling tails of a time-evolved wave
packet in mixed regular-chaotic systems �12–14�. Alterna-
tively, a complex time approach �24,25� can be considered.
Using such semiclassical approaches for the prediction of
regular-to-chaotic tunneling rates should give further insight
into the dynamical tunneling process.
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APPENDIX A: DIMENSIONLESS FERMI’S GOLDEN
RULE FOR TIME-PERIODIC QUANTUM SYSTEMS

In order to predict dynamical tunneling rates �m we use
Fermi’s golden rule for systems with a discrete spectrum.
This rate describes the decay e−�mt of the mth regular state to
the chaotic sea at most up to the Heisenberg time �H
=heff /�ch. Compared to the standard derivation of Fermi’s
golden rule �96� for the continuous case, the incoherent in-
tegral over the continuum states is replaced by the incoherent
sum over the discrete chaotic states. One finds


m =
2�

�
��Vch,m�2��ch, �A1�

with the chaotic density of states �ch and the average of the
modulus squared of the coupling matrix elements Vch,m of the
Hamiltonian between energetically close-by chaotic states
and the mth purely regular state.

We now apply Eq. �A1� to time-periodic systems with
period � and quasienergies in the interval �0,��� with �
=2� /� such that �ch=Nch / ����. We introduce dimensionless
quantities �m=
m� and vch,m=Vch,m� /� leading to

�m = Nch��vch,m�2� = �
ch

�vch,m�2. �A2�

Here vch,m= �	ch�U�	reg
m � is the coupling matrix element of the

time evolution operator U over one period and the mean
level spacing is 2� /N.

APPENDIX B: ADAPTED EIGENSTATES OF THE
HARMONIC OSCILLATOR

For the maps D, which for R=0 show a tilted and
squeezed harmonic oscillatorlike regular island, purely regu-
lar states 	reg

m �q� can be constructed by tilting and squeezing
the eigenfunctions of the harmonic oscillator accordingly.
One finds �97�

	reg
m �q� =

1
�2mm!

	Re�"�
��eff


1/4

Hm	�Re�"�
�eff

q
e−"/�effq
2/2

�B1�

with the Hermite polynomials Hm and the complex squeezing
parameter ", which can be obtained from the tilting angle �
of the elliptic island with respect to the momentum axis and
the ratio � of its half axes with

Re�"� =
1

1

�
cos2��� + � sin2���

, �B2�

Im�"� = Re�"�	 1

�
− �
sin���cos��� . �B3�

Here � and � can be determined from the linearized dynam-
ics of the classical map around the fixed point,

� =
1

2
arctan	M22 − M11

M12 − M21

 , �B4�

� =��M12 − M21� − c

�M12 − M21� + c
, �B5�

where c=��M12+M21�2+ �M22−M11�2 and

M =�
�qn+1

�qn

�qn+1

�pn

�pn+1

�qn

�pn+1

�pn

� . �B6�

APPENDIX C: DERIVATION OF Ach FOR THE
MUSHROOM BILLIARD

We want to show how the area Ach, which is the area of
the billiard times the fraction of the chaotic phase-space vol-
ume, is determined for the mushroom billiard.

All trajectories which enter the stem of the mushroom or
cross the half-circle r=a in the cap are chaotic irrespective of
their momentum direction. Additionally the region r�a con-
tains some chaotic dynamics. We denote its contribution to
Ach by I and obtain for the mushroom billiard

Ach = 2la +
�

2
a2 + I . �C1�
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In order to determine I we consider the fraction P�r� of cha-
otic trajectories in the cap for r�a. It depends on the radial
coordinate r only

P�r� =
2

�
arcsin	a

r

 , �C2�

as can be seen from Fig. 24.

Integrating over the region r�a in the cap of the mush-
room gives

I = �
0

� �
a

R

rdrd
P�r� �C3�

=R2 arcsin	 a

R

 + a�R2 − a2 −

1

2
�a2. �C4�

Inserting this expression into Eq. �C1� we finally obtain

Ach = 2la + �R2 arcsin	 a

R

 + a�R2 − a2� �C5�

as the area of the mushroom billiard times the fraction of the
chaotic phase-space volume. For the desymmetrized mush-
room used in Sec. V A this result has to be divided by two.
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