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A three-dimensional lattice Boltzmann method (LBM) has been developed for multiphase (liquid and vapor)
flows with solid particles suspended within the liquid phases. The method generalizes our recent two-
dimensional model [A. Joshi and Y. Sun, Phys. Rev. E 79, 066703 (2009)] to three dimensions, extends the
implicit scheme presented therein to include interparticle forces and introduces an evaporation model to
simulate drying of the colloidal drop. The LBM is used to examine the dynamical wetting behavior of drops
containing suspended solid particles on homogeneous and patterned substrates. The influence of the particle
volume fraction and particle size on the drop spreading dynamics is studied as is the final deposition of
suspended particles on the substrate after the carrier liquid evaporates. The final particle deposition can be
controlled by substrate patterning, adjusting the substrate surface energies and by the rate of evaporation. Some
of the envisioned applications of the model are to develop a fundamental understanding of colloidal drop
dynamics, predict particle deposition during inkjet printing of functional materials and to simulate the drying

of liquids in porous media.
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I. INTRODUCTION

The transient behavior of a drop or film of liquid after it
contacts a solid surface is typically referred to as wetting
dynamics and while this is a very commonly observed phe-
nomenon in everyday life, it plays an important role in many
technological processes (e.g., surface coating and painting,
lubrication, oil recovery from porous rocks, inkjet printing)
and in biological systems like self-cleaning plant leaves.
These phenomena have been extensively studied and a recent
review can be found in Bonn et al. [1]. The simplest possible
setting in which to study wetting dynamics is when a drop of
pure liquid contacts a flat, rigid and nonporous substrate. It is
well known that capillary forces cause such a drop to mini-
mize its total energy and that the interface eventually attains
a stable equilibrium position in the shape of a spherical cap
(if gravity is negligible).

For an ideally smooth surface, the interface forms a well-
defined equilibrium contact angle 6,, with the solid surface,
which can be obtained using Young’s relationship. If 6,,
<90°, the substrate has a high affinity for the liquid phase
(hydrophilic) and when 6,,>90°, the substrate is hydropho-
bic. The case where 6,,=90° is often referred to as neutral
wetting. Note that these definitions can also be applicable to
solid particles in equilibrium at the liquid-air interface. For
morphologically and/or chemically heterogeneous surfaces,
it has been observed experimentally that the measured
(static) contact angle 6,, depends on the spreading history of
the drop and can deviate from 6,,. Thus, §,, can be anywhere
between the static advancing contact angle 6, (the angle
when the contact line is stationary but is just about to ad-
vance in the direction of the air) and the static receding
contact angle 6, (the angle formed when the contact line is
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stationary but about to start receding toward the liquid side).
Typically, 6,<86,,<6, and 6,<6,, <80, The difference 6,
— 0, is referred to as contact angle hysteresis and depends on
the characteristics of the surface. The transient evolution of
the contact angle from the moment the drop touches the sub-
strate until it attains an equilibrium position has been inves-
tigated by several researchers, both experimentally [2,3] and
using numerical modeling [4-7]. The instantaneous contact
angle during this transient evolution is referred to as the dy-
namic contact angle 6,, and this is typically a function of the
contact line velocity.

When suspended solid particles are present in the liquid
drop, the wetting dynamics described above becomes consid-
erably more complex and is influenced by a large number of
additional parameters. Some of these parameters are the par-
ticle volume fraction in the liquid drop, particle size and
wetting properties of the particle surface. When the size of
suspended particles falls below 1 micron, the suspension is
usually referred to as a colloid [8]. At this scale, random
bombardment on the suspended particle from molecules
present in the continuous liquid phase lead to the well-known
phenomenon of Brownian motion. In addition to Brownian
motion, colloidal particles also interact directly via DLVO
forces [9—11]. There have been very few studies in the litera-
ture that model the wetting dynamics of drops containing a
uniform distribution of finite-sized suspended particles, col-
loidal or otherwise. Nicolas [12] experimentally studied the
impact, spreading and breakup of nonevaporating liquid
drops containing density-matched (neutrally buoyant) solid
particles. Using an effective viscosity model for the drop, it
was found that the spreading factor scales as Re'* and a
uniform particle distribution in the spread drop is observed
for Re <800. Some particle clusters were also observed, in-
dicating that the interaction of suspended particles with the
liquid-air interface might play a role in the spreading dynam-
ics. Another recent investigation [13] used a two-
dimensional (2D) numerical model to simulate capillary
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spreading of a liquid drop with suspended solid particles.
Qualitative agreements were reached with Ref. [12] regard-
ing the smaller spreading factors for drops with suspended
particles and this was attributed to the increase in the effec-
tive viscosity. However, the authors did not include inertial
terms in their model, so their results are restricted to the
Stokes flow regime.

If the liquid phase in a colloidal drop is evaporating, the
wetting dynamics and evaporation occur simultaneously and
this eventually leads to the deposition of the suspended par-
ticles on the substrate. An important example of such a pro-
cess is inkjet printed particulate suspension drops for print-
able electronics fabrication [14]. The fundamental physical
processes during printing of functional materials (with elec-
trical, optical, chemical, biological, or structural functional-
ities) can be separated into two stages—(1) drop impact and
spreading and (2) evaporation of the carrier liquid phase
leading to deposition of suspended particles. The impact
stage involves rapid drop deformation, spreading to a maxi-
mum diameter followed by minor oscillations or complete
rebound, depending on the surface energy of the substrate
[15]. The physical mechanisms during the evaporation stage
are still the topics of much debate. For example, evaporation
of sessile colloidal drops sometimes leads to the “coffee-
ring” effect, commonly seen when a drop of coffee dries out.
Deegan and co-workers [16—18] explained these ringlike de-
posits based on the pinning of the contact line and a replen-
ishing flow of the liquid toward the contact line due to
evaporation. Hu and Larson [19] concluded that in addition
to a pinned contact line, obtaining coffee-ring deposits also
require a suppression of Marangoni flow inside the liquid
drop.

In the absence of suspended particles, pinning of the con-
tact line is usually attributed to geometrical or chemical het-
erogeneities of the substrate [20,21]. For evaporating, colloi-
dal drops, pinning may be reinforced by particles jamming
the contact line [17]. Kim et al. [22] have identified three
distinct stages in the evaporation of a liquid drop: the con-
stant contact area mode (pinned contact line, decreasing con-
tact angle), constant contact angle mode (moving contact
line) and mixed mode. However, the precise role of thermal
gradients, suspended particles and surface heterogeneities on
the pinning of the contact line during these various evapora-
tion modes is still not very clear. Perelaer et al. [23] exam-
ined the particle deposition for inkjet printed drops contain-
ing silica microparticles for a range of particle sizes and
concluded that the final particle deposit after drop evapora-
tion is a function of the suspended particle size and the equi-
librium contact angle of the liquid phase on the substrate.
The volume fraction of particles (prior to evaporation) can
also influence the final deposition [24,25]. Some recent stud-
ies [26-28] use traditional Navier-Stokes equations and mass
transfer models to simulate evaporation of a colloidal drop
and the subsequent particle deposition, but these approaches
do not incorporate finite sized solid particles in the liquid
phase and the suspended particle phase is simulated via a
passively advected concentration field instead. This type of
approach can be useful to obtain macroscopic predictions
about particle deposition but does not allow a two-way cou-
pling between the particles and the carrier fluid, where the
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fluid flow field is influenced by the presence of the sus-
pended particles and vice-versa. Thus, these models are not
suitable for dense suspensions or at the late stages of evapo-
ration when the effects of finite particle size become impor-
tant.

The primary motivation and ultimate goal of our model-
ing effort is to develop a fundamental understanding of the
physical mechanisms during printing of functional materials
using colloidal inks [29,30]. Apart from printed functional
materials and the related issue of drop formation in inkjet
nozzles [31], the model developed here can also be useful to
simulate the flow of particulate slurries [32-36]. Many ques-
tions like whether one can define an effective viscosity for
suspensions (colloidal or otherwise) remain unanswered [37]
and mathematical modeling of such processes can play an
important role in clarifying the impact of various parameters
like the volume fraction of the suspended solids, viscosity of
the carrier liquid phase, adhesive forces between the sus-
pended particles and the fluid and interparticle forces. Some
of the simplifying assumptions made in this study are the
following:

(1) The colloidal drop evaporating in air is approximated
by a single component multiphase system consisting of a
liquid phase (containing solid particles) in equilibrium with
its own vapor phase.

(2) The liquid drop (with or without suspended solid par-
ticles) and the surrounding vapor phase are both incompress-
ible and Newtonian.

(3) The flow during drop spreading is dominated by inter-
facial or capillary forces.

(4) When present, evaporation is driven by a reduction in
vapor pressure above the liquid drop.

(5) Suspended particles are not affected by Brownian mo-
tion and are not electrically charged.

(6) Attractive (van der Waals) and repulsive (electrostatic)
forces between suspended particles, based on the DLVO
theory [9—11], are not considered.

(7) Gravitational force is assumed to be negligible in
comparison with the interfacial forces (zero Bond number).

(8) Suspended particles and the substrate are perfectly
smooth and rigid. All suspended particles are spherical in
shape.

(9) Drop spreading and evaporation takes place under iso-
thermal conditions. Heat transfer is not considered and the
latent heat of evaporation is not included in the model.

Prior numerical models used for this class of problems
include Stokesian dynamics [38], finite-difference schemes
[39,40], the boundary element method (BEM) [41,42], the
finite-element method (FEM) [43,44] and the lattice Boltz-
mann method (LBM) for particle suspensions [45-53]. How-
ever, most of these approaches are restricted to suspensions
in a single-phase fluid. Over the past two decades, the LBM
has also emerged as a powerful tool to investigate multiphase
flows [54-59]. The LBM has been used to model drop im-
pact dynamics on a fixed, homogeneous substrate [7] and for
studying the motion of liquid drops on corrugated [60], su-
perhydrophobic and patterned substrates [61-63]. Combin-
ing and suitably modifying key ideas from LBM multiphase
models and LBM particle suspension models can lead to
novel schemes [64—67] for simulating the dynamics of liquid
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drops containing suspended particles in a computationally
efficient manner. In the present work, we extend the 2D mul-
tiphase suspension model of Joshi and Sun [67] to 3D and
simulate the dynamics of a liquid-vapor system, where the
liquid phase is typically in the form of a drop contacting a
substrate and the drop contains suspended solid particles that
are spherical in shape. As demonstrated in subsequent sec-
tions, the present LBM model has the ability to simulate the
dynamics of a liquid drop containing suspended particles as
it spreads and evaporates on various kinds of substrates.
Once the carrier liquid evaporates, the model also predicts
the arrangement of the suspended particles on the substrate.

The remainder of the paper is organized as follows. Sec-
tion II gives a brief summary of the LBM model including
how we model evaporation. Section III describes validation
of the multiphase model against prior experimental results
and then goes on to describe wetting dynamics of drops with
suspended particles with and without evaporation. The main
conclusions emerging from this study are summarized in
Sec. IV.

II. LATTICE BOLTZMANN MODEL

The schematic of the problem that is simulated in this
work using the LBM is shown in Fig. 1(a). A liquid phase
(drop) containing suspended solid particles is in equilibrium
with its vapor phase and contacts a solid substrate at the
bottom of the domain. Periodic boundary conditions are used
for the faces perpendicular to the x and y axes. At the top
boundary, the vapor phase is assigned a fixed density value
(equal to the equilibrium density of the vapor) and a fixed
outflow velocity. This outflow velocity can be used to control
the rate of evaporation of the liquid drop. Note that evapo-
ration takes place at a constant temperature and the effects of
latent heat are neglected in the present setup. Suspended
solid particles interact with the surrounding fluid via hydro-
dynamic and adhesive forces, but if they come too close to
each other or to the substrate, interparticle forces are acti-
vated. Figure 1(b) shows three particles whose actual bound-
ary is indicated by solid lines. Each particle has a comfort
zone indicated by the shaded annular region and whose
boundary is indicated by a dashed line. If particles intrude
into each others comfort zones (or the comfort zone of the
substrate), interparticle forces that act directly between pairs
of particles (along the straight line joining their respective
centers) or between the substrate and the particle (acting in a
direction normal to the substrate) are activated. Separately,
adhesive forces between the particle surface and surrounding
fluid determine the equilibrium position of particles on the
liquid-vapor interface.

The LBM model used in this work is very closely related
to and an extension of our multiphase suspension model
[67]. Unlike single-phase LBM models of suspended par-
ticles, capillary forces between the suspended particles and
the fluid can be accounted for in our model. This allows us to
simulate preferential wetting of the suspended particles to
either the liquid or the vapor phase, similar to earlier work
for multicomponent models [65,68]. We have extended the
model in Ref. [67] to 3D and extended the implicit scheme
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FIG. 1. (Color online) (a) Evaporation of a liquid drop contain-
ing suspended particles. The liquid phase is surrounded by and in
equilibrium with its vapor phase. The drop rests on a geometrically
smooth and fixed solid substrate. (b) Suspended particles are
present inside the liquid phase and may be present on the liquid-
vapor interface. Interparticle forces are activated when a pair of
particles gets too close to each other or to the fixed substrate. In this
case, particle 1 is directly influenced by the substrate, and particles
2 and 3 are directly influenced by each other.

discussed therein to include interparticle forces (lubrication
forces and Hookean repulsive forces). Note that the rota-
tional dynamics of suspended particles is fully accounted for
in the present model. Because the extension to 3D is very
straightforward, the details of the multiphase model and the
particle suspension model from Ref. [67] are not repeated
here, and only a brief overview is given. The implicit scheme
used for updating linear and angular velocities of suspended
particles is discussed in Appendix A and details about the
parallel performance of the LBM model are discussed in Ap-
pendix B

The LBM simulates fluid flow on a discrete lattice with
equally spaced nodes along the x, y, and z directions. The
primary dependent variables at each node are the particle
velocity distribution functions (PDFs) along different lattice
directions (). The PDF along a certain direction represents
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FIG. 2. (Color online) D3Q19 velocity model used in the LBM
showing the numbering scheme for neighboring nodes. The discrete
velocities e, are defined from the origin (0,0,0) to each of these
neighboring nodes. Note that ey=(0,0,0).

the number of fluid particles moving in that direction at that
time and is indicated by f,. Macroscopic quantities like the
fluid density p and velocity u can be calculated by taking
moments of these PDFs. The transport of these PDFs along a
finite number of discrete lattice directions and their interac-
tions via suitably designed collision terms can effectively
reproduce the dynamics of the Navier-Stokes equations. The
discrete velocities e, depend on the particular velocity model
used and we use the D3Q19 model that has 19 velocity di-
rections (a=0 to 18) at a given lattice point, as depicted in
Fig. 2.

At any lattice node x, the evolution of the PDF with time
t is governed by the lattice Boltzmann equation, given by

fa(X,0) = follp(x,1),u(x,1)]
T

fa(x+ea7t+ 1) =fa(X,t) -

+ follp(x,0),0(x,0)] - fll p(x,0), u(x,0)].
(1)

The right-hand side in Eq. (1) represents the collision step
and equating the right-hand side to the left hand side repre-
sents the streaming step. All equations in this work are pre-
sented in lattice units, where the lattice spacing along the x
and y axes and the time step are all unity (Ax=Ay=Ar=1).
The relaxation time in Eq. (1) controls the kinematic viscos-
ity v of the lattice Boltzmann fluid via the relationship v
=(27-1)/6. The last two terms in Eq. (1) are the result of
using the exact difference method (EDM) introduced by Ku-
pershtokh and Medvedev [69]. The EDM ensures that the
density ratio between the liquid and vapor phases is not af-
fected when the relaxation time 7 is different than unity or
when different values of 7 are used in the liquid and vapor
phases. As discussed in Ref. [67], the modified velocity @ in
Eq. (1) accounts for adhesive and cohesive interactions be-
tween fluid particles and W is calculated using

1
u=u+ _(Fcuhesive + Fadhesive) . (2)
p

The multiphase dynamics in the LBM is simulated via the
interaction model of Shan and Chen [55]. The cohesive force
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F . nesive at location x arises because of the attraction between
fluid particles at x and fluid particles at neighboring locations
x+e,. This attraction is proportional to the effective density
[55], W (x)=P[p(x)]=1-exp(—p), at interacting nodes and is
calculated using

18

Fcohesiue(x) == E G];luid_'ﬂuidw(x)q’(x + ea)ea- (3)

a=1

For the D3Q19 velocity model, Gﬁ“idﬁf’luid: g for a=1106
and G/id=Ttid - gs/2 for a=7 to 18. The parameter g deter-
mines the density ratio between the liquid and vapor phase.
The adhesive force is given by

18
Fadhesive(x) == E Gguid_m”dp(x)ps(x + ea)em (4)

a=1

where G/~ g for =1 to 6 and Gl =g /2 for
a=7 to 18. The function p,(x+e,)=1 if the location x+e,
corresponds to a solid node (or a fluid node inside suspended
particles) and py(x+e,)=0 otherwise. As discussed in Ref.
[67], we use the parameter g,, both to control the contact
angle between the liquid and the substrate and to tune the
wetting behavior of the suspended particles at the liquid-
vapor interface.

For simplicity, the suspended particles are spherical in
shape and the location of each particle, the particle radii and
the linear and angular velocities are specified as part of the
initial conditions. In addition, all the particles are similar in
size for the simulations reported here. To allow the particle to
interact with the liquid and vapor phase on the LBM lattice,
nodes inside and outside the particle are identified. Boundary
nodes are located half way between fluid nodes inside the
particle and external fluid nodes. As the particle moves, this
mapping is updated. Initially, nodes lying in the liquid phase
are assigned the liquid density and nodes in the vapor phase
are assigned the vapor density, corresponding to the value of
the cohesive force parameter g,. Note that the fluid phase is
present at all nodes in the domain, except fixed solid nodes,
if any. The fluid velocity is initially set to zero at all nodes
unless otherwise specified. Forces and torques on each sus-
pended particle are calculated at each time step based on the
momentum transferred to them from the surrounding (exter-
nal) fluid. Particle positions are then updated using Newton’s
second law. In addition to momentum transferred because of
fluid motion, we include adhesive forces between the particle
and the fluid and interparticle forces that prevent particles
from overlapping [67].

There are two types of interparticle forces in the present
model. The first is the relative-velocity dependent lubrication
force F; between two smooth and rigid spheres of radii R,
given by [48]

/1 1
6muV,y~|—-—|, h<n,
FL= Y rel4(h hc)

0, h=h,,

()

where u is the viscosity of the liquid present in between the
particles, V,,,; is the relative velocity of approach, 4 is the gap
between the particle surfaces and /. is the critical separation
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below which this force is active. This force acts on both
particles along the line joining their centers and can be re-
pulsive or attractive depending on whether the particles are
moving toward or away from each other, respectively. An
important consequence of the force in Eq. (5) is the irrevers-
ible clustering together of suspended particles once they are
closer than the critical separation distance 4, and a tendency
to resist separation [38,70-72]. In lieu of the cluster-implicit
update scheme [48], we use an explicit update scheme for
incorporating lubrication forces, where updating the velocity
of each suspended particle is done independently. The typical
values for /. in our simulations range from 1.1 to 2.1 lattice
units.

In some cases, the lubrication force is not sufficient to
prevent a pair of particles from overlapping and additional
repulsive forces are often introduced [73]. In our work, a
velocity-independent repulsive force Fp is introduced be-
tween particles when the gap between particle surfaces h
falls below a critical spacing &. This force also acts along the
line joining the centers of interacting particle pairs and is
given by [74]

0, h=3§

Fy= h 6
" —FO(I—S), h<. (©)

The constants Fy and 6 can be adjusted in order to tune this
repulsive force. We observe that properly tuning this repul-
sive forces is critical for stable calculations, especially at
high particle volume fractions.

Because of its complex implementation, many LBM sus-
pension models ignore the lubrication forces entirely [75-77]
and rely solely on a velocity-independent repulsive force be-
tween suspended particles. As discussed in Ref. [75], this
approach can be justified if the particles are prevented from
coming very close to each other by appropriate repulsive
forces. Such a repulsive force is often present in colloidal
systems in the form of a screened electrostatic repulsion,
which is one part of the DLVO forces. We use F,=40 and
0=0.05 for the simulations reported in this manuscript,
which were chosen by trial and error and led to stable com-
putations for the cases considered. Once the proper param-
eter space for stable simulations was identified, the sensitiv-
ity of the results to changes in the above parameter values
(h,, 6 and F;) was not very significant in our simulations. It
must be noted that the issue of interparticle forces is often
treated in an ad-hoc manner within the LBM community and
its implications on the results are not explored in detail as
long as the basic purpose of preventing particle overlap is
achieved.

To model evaporation in the Shan and Chen based two-
phase LBM, we assigned a fixed velocity u, at the top of the
domain via equilibrium forcing. All the particle distribution
functions (PDFs) at the topmost plane of the domain were
forced to be equal to the equilibrium PDF values correspond-
ing to the vapor density and the prescribed outflow velocity.
Physically, this evaporation mechanism can be understood in
the following manner. First, because the vapor phase is flow-
ing out of the domain, the density of the vapor phase inside
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the domain begins to reduce. However, the cohesive interac-
tion strength controlling the liquid-vapor density ratio is not
changed. Thus, for the system to come back to equilibrium,
some of the high density liquid phase evaporates and brings
the vapor density back to its equilibrium value. This process
can continue as long as there is sufficient high density liquid
phase left to evaporate. Because the cohesive interaction pa-
rameter G is related to the temperature of the system, and G
is not changed, the evaporation process is isothermal and the
density ratio between the liquid and vapor remains constant
throughout the evaporation process. Note that condensation
can be modeled by prescribing an inflow of vapor at the top
of the domain.

While we have used the multiphase model of Shan and
Chen [55], the evaporation mechanism can be easily incor-
porated into other LBM multiphase models, because it is
basically driven by a reduction in the vapor pressure above
the liquid phase. Although this mechanism cannot incorpo-
rate nonisothermal effects like latent heat transfer at the
liquid-vapor interface, the evaporation process used here is
very simple to implement and does not lead to stability prob-
lems as long as the outflow velocity u, is small compared to
the speed of sound in the system (c,=1/v3). The evaporation
mechanism used here is also more physically meaningful
compared to that used in some previous LBM studies [78].
However, a limitation of the present evaporation process is
that one cannot prescribe an evaporation rate directly at the
liquid-vapor interface because the location of interface is not
fixed and evolves as part of the solution. Whether or not it is
possible to vary the evaporation rate along the liquid-vapor
interface by suitably modifying the vapor outflow boundary
conditions is an interesting area for further research.

III. RESULTS AND DISCUSSION

As is typically the case in LBM simulations, results are
presented in lattice units, but the relevant dimensionless
numbers provide the means by which results can be com-
pared to experiments. Dimensionless numbers relevant to
drop impact and spreading are discussed in the review by
Yarin [79] and those typically encountered while studying
the rheology of dense suspensions can be found in the review
by Stickel and Powell [80]. When evaporation is present, an
additional time scale related to the evaporation rate needs to
be introduced. In this work, we do not consider drop impact.
Thus, the velocity scale U is based on the motion of the
contact line, which is driven by capillary forces. The Capil-
lary number Ca=Upu/ o, where u is the dynamic viscosity
and o is the interface tension. Typical values of Ca in our
simulations ranged from 0.05 to 0.10, indicating that the in-
terface tension is the dominant force or driving mechanism.
The Reynolds number Re=UD/ v based on the initial liquid
drop diameter D ranged from 1 to 10, indicating that viscous
forces are more dominant compared to inertial forces. The
density ratio between liquid and vapor p,/p, is approxi-
mately 10 and that between the solid density (of suspended
particles) and the surrounding liquid phase p,/p; is between
1.5 and 2.

When evaporation is present, the ratio of evaporation time
(time for the liquid phase to reduce to a minimum value) to
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spreading time for a drop (time taken to reach a maximum
contact line radius) is approximately 4. In actual experiments
within our group [30], the spreading time is approximately
100 to 400 ms, and the evaporation time is about 1 s, leading
to a ratio of about 5 to 10. Because the intended application
is studying drops whose size is around 50 to 100 um at the
most, the effects of gravity on the drop dynamics are very
small and gravity is ignored completely in our simulations.
This leads to a Bond number Bo=0 in the simulations, which
is close to the experimental value of Bo~ 0. Finally, the ratio
of the initial liquid drop diameter to the diameter of sus-
pended particles is approximately 10 in the present simula-
tions but can be much larger in experiments (about 50 to
100). Because of the inherent limitations in parameter space
that can be explored via LBM simulations, and because of
computational limitations related to the maximum lattice size
we could use, we do not expect all dimensionless parameters
in this study to correspond exactly with experiments. How-
ever, an attempt has been made to approximate the flow re-
gime in experiments to the extent possible.

A. Spreading of a pure liquid drop on a homogeneous
substrate without evaporation

As one of the first examples of the present model, we
examine the spreading behavior of an initially spherical lig-
uid drop that is in contact with a fixed and homogeneous
solid substrate. We first consider a case without suspended
particles and validate the LBM model by comparing our pre-
dictions with the experimental results of Zosel [3]. A 201
X201 X101 lattice was used for all these simulations, with
the liquid-vapor density ratio of 10(g;=—0.27) and an equi-
librium contact angles of 53° (g,,=—0.025). The liquid and
vapor densities were p;=1.81 and p,=0.18 respectively. As
mentioned before, gravity is neglected in this and in all sub-
sequent simulations. The initial radius R, of the liquid drop
was 43 units and the drop was initialized such that it was
located at the center of the domain (along x and y) and just
touched the substrate at time r=0.

To quantify these results, the contact line radius was
scaled by the initial radius of the liquid drop R, and the
nondimensional radius R*[=R(¢)/R,] was plotted against a
nondimensional time ¢* defined using r*= ot/ u’R,, where o
is the interface tension and ,usz is the effective dynamic
viscosity of the liquid phase. The interface tension can be
obtained using Laplace’s law, as discussed in Joshi and Sun
[67] and for this particular case, 0=0.0548 and for the pure
liquid case, ,u,L=,u,iff =0.30. Figure 3 shows the LBM results
for drop spreading for a pure liquid drop (no particles) with
6,,=53° and compares the transient evolution of the contact
line radius with the experimental results of Zosel [3]. The
inset in Fig. 3 shows the initial and final shapes of the liquid
phase assuming that the volume is unchanged during the
spreading. If the final equilibrium shape is a spherical cap
with an equilibrium contact angle 6,,, the final contact line
radius can be calculated by equating the drop volumes and
this leads to

8 1/3
R = 7
“ | 34+A4%] M

where A=[1-cos(6,,)]/sin(6,,). For 6,,=53° it can be
shown using Eq. (7) that R*=1.7. It can be observed that the
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FIG. 3. Spreading dynamics for a pure liquid drop. Comparison
of the LBM predictions with the experimental results of Zosel
(1993) [3].

LBM results follow the same trend as the experiments, but
the transient behavior is not exactly similar. In particular, it
can be observed from Fig. 3 that the contact line radius in the
LBM slightly overshoots the equilibrium value meaning that
the drop is slightly more flattened at this point compared to
experiments. One of the reasons for this discrepancy could
be the relatively small density ratio (10) between the liquid
and vapor phase in the LBM model. Another reason is the
inability of the LBM adhesive force model (see Joshi and
Sun [67] for details) to accurately simulate dynamic contact
angles.

Examination of the dynamic contact angle in the LBM
simulations revealed that it remains close to 6,, throughout
the spreading process, which is not consistent with experi-
mental observations [3]. A similar LBM study of drop
spreading [61] used the free-energy multiphase model, but
the authors did not compare the dynamic contact angle pre-
dicted by their LBM model with experimental results. Sikalo
et al. [81] suggested that the contact angle in numerical
simulations be changed “in situ” by using empirical correla-
tions that relate the (dynamic) contact angle to the Capillary
number (based on the measured contact line velocity). In the
LBM, this can be accomplished by changing the adhesive
force parameter (g,,) with time instead of keeping it fixed at
a value corresponding to the equilibrium contact angle. It has
been recently demonstrated [7] that such an approach leads
to reasonably good agreement with experiments and work is
currently in progress to incorporate this approach into our
model.

B. Spreading of a drop with suspended particles
on a homogeneous substrate without evaporation

We now examine the spreading dynamics as a function of
the suspended particle volume fraction ¢, starting from ¢
=0 (no particles) and increasing to ¢=0.15 (131 particles)
and ¢=0.30 (262 particles). A 201 X201 X 101 lattice was
used for this simulation, with the liquid-vapor density ratio
of 10(g;=-0.27) and an equilibrium contact angle 6,,=30°
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(g,,=—0.037). The liquid and vapor densities were p;=1.81
and p,=0.18, respectively, while the particle density was
Ppar=3. The adhesive forces between the particle surface and
the fluid was identical to the adhesive force between the fluid
and the fixed substrate, leading to a particle contact angle
0. par=30°. This means that particles trapped in the liquid-
vapor interface attain an equilibrium position such that the
liquid phase forms a local contact angle of 30° with the
particle surface. The initial radius R, of the liquid drop was
43 units and the drop was initialized such that it was located
at the center of the domain (along x and y) and just touched
the substrate at time =0. The suspended particles were dis-
tributed randomly inside the liquid phase such that no two
particles overlapped. The radius of each particle was 4.5
units. For all these simulations, the initial velocity of the
liquid phase, vapor phase and of the suspended particles was
zero. The same lattice size, parameter values and initial con-
ditions were used in all subsequent simulations unless indi-
cated otherwise.

When suspended particles are present, the effective vis-
cosity for ¢=0.15 is calculated using the Einstein correlation
[82] and the effective viscosity for ¢=0.30 is calculated us-
ing the Krieger-Dougherty correlation [83], which are given
by Eq. (8) and Eq. (9), respectively.

i = po(1+2.5¢), (8)
-2.5¢,,
MZ”=M0<1 —f) : ©)

In Eq. (9), ¢, is the maximum possible volume fraction
corresponding to a close-packed structure. For a random
packing of equal sized spheres, ¢,,=0.63 [84].

Figure 4(a) shows the wetting behavior of a liquid drop
without suspended particles. Because of adhesive forces be-
tween the liquid phase and the solid substrate, the drop be-
gins to spread onto the substrate, eventually attaining an
equilibrium contact angle 6,,=30°, although this final stage
is not shown in Fig. 4(a). When suspended particles are
added inside the liquid phase, the effective viscosity of the
suspension increases. A previous numerical study [73] using
a LBM suspension model has confirmed the apparent in-
crease in viscosity and non-Newtonian (shear thickening) be-
havior of suspensions for single-phase flows. From Figs. 4(b)
and 4(c), it can be observed that the spreading is slower
when the particle volume fraction increases, confirming that
a similar effect is produced even for two-phase flow consid-
ered here. Slower spreading dynamics in the presence of sus-
pended particles because of an increase in the effective vis-
cosity has also been documented in experiments with
colloidal drops [12], providing a qualitative validation of our
model results. Finally, some particle agglomeration also
takes place in our simulations and particles can get trapped
in the liquid-vapor interface because it is a region of local
energy minimum [67].

The variation of the normalized contact line radius R*
with time for the three different particle volume fractions is
summarized in Fig. 4(d). It can be seen that when the effec-
tive viscosity is used in calculating #*, the curves for different
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FIG. 4. (Color online) Effect of particle volume fraction on
spreading dynamics for (a) pure liquid drop, (b) 15% particle vol-
ume fraction (131 particles), (c) 30% particle volume fraction (262
particles) and (d) spreading dynamics for 0%, 15%, and 30% vol-
ume fractions in terms of the nondimensional contact line radius R*
and nondimensional time *.

volume fractions do not quite collapse into one master curve.
One of the reasons for this might be that the particle distri-
bution in the spreading drop does not remain uniform, lead-
ing to different effective viscosities at different locations
within the drop. Thus, the effective viscosity relationships
might not be strictly applicable. Whether or not one can de-
fine a single viscosity for such cases is debatable and war-
rants further study.

Another reason for the discrepancy is that the irreversible
migration of suspended particles to the liquid-vapor interface
might affect the interface tension and thus influence the
spreading dynamics, which is dominated by capillary forces.
This aspect has been investigated by a few experimental
studies on colloidal dispersions. Dong and Johnson [85,86]
concluded that for low concentrations of particles (up to 5%
by weight), the interface tension decreased markedly. How-
ever, when the suspended particles were more than approxi-
mately 15% by weight, the interface tension of a colloidal
drop was only slightly higher the interface tension of a pure
liquid drop with no suspended particles. In addition, the in-
terface tension was independent of the particle concentration
if none of the particles were on the interface [86]. Another
study by Vignati and Piazza [87] found that the interface
tension for an oil-water emulsion was not significantly
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FIG. 5. (Color online) Spreading dynamics for different particle
sizes for a particle volume fraction of 30% (a) 87 particles, (b) 144
particles, (c) 262 particles, and (d) evolution of contact line radius
for different particle sizes in terms of the nondimensional contact
line radius R* and nondimensional time £*.

changed by the presence and concentration of silica particles.
A recent review by Hunter et al. [88] does find evidence of
the interface tension being affected by suspended particles
and the particle size, wetting properties and surface rough-
ness all seem to play a role. For colloidal drop spreading,
isolating the effects of changes in effective viscosity and
changes in interfacial tension due to suspended particles is an
interesting area for further research and the present model
will be useful to carry out a detailed investigation.

To examine whether the spreading dynamics is sensitive
to the size of the suspended particles relative to the size of
the liquid drop, we carried out LBM simulations for a fixed
particle volume fraction of 30% but for a smaller number of
particles compared to those in Fig. 4(c). The particle radius
for each case was adjusted such that the combined volume of
all particles remains constant. For the case of 144 particles,
the particle radius was 5.495 and for the case of 87 particles,
the particle radius used was 6.5. The results are summarized
in Figs. 5(a)-5(c), where the drop morphology is shown at
different times during spreading. It can be observed that the
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particles are clustered near the center of the liquid drop and
the volume near the contact line is relatively free of sus-
pended particles. The reason for this particle clustering is not
yet clear, but apparently depends on the adhesive force be-
tween the particle surface and the surrounding liquid phase.
We find that a suspension of hydrophilic particles show
stronger clustering compared to an otherwise similar suspen-
sion of hydrophobic particles. In general, suspended particles
in the LBM model do not behave like passive tracers during
drop spreading and have a strong influence on the wetting
dynamics. These cases will be reexamined in greater detail
after adding in DLVO forces in our model. The nondimen-
sional contact line radius R* for these cases is shown in Fig.
5(d). It can be observed that as the number of particles in-
creases, the spreading is slightly slower. However, this slow-
down effect is not very significant, indicating that the size of
the suspended particles relative to the drop size has a rela-
tively small effect on the spreading dynamics for a fixed
volume fraction. Our prediction that the spreading dynamics
for a given volume fraction is independent of the particle
size is also consistent with experiments [12], providing ad-
ditional validation of our model.

C. Spreading of a drop containing suspended particles
on patterned substrates without evaporation

If the substrate is patterned into a series of bands with
different surface energies, drop spreading takes place in a
preferential manner such that it is repelled from the lower
surface energy areas of the substrate and attracted toward the
high surface energy areas. This enables more accurate posi-
tioning of the drop (and the eventual deposition of particles
during inkjet printed electronics) if the initial impact point is
hard to control precisely. In order to demonstrate this idea,
we consider a nonevaporating colloidal drop containing 90
suspended particles (10% by volume), which is initially
spherical and contacts the substrate at the boundary between
the patterned areas. A 250X 250X 100 lattice was used for
this simulation. The central band in the pattern is hydrophilic
and 70 lattice units in width and the side bands are relatively
hydrophobic. Figure 6 shows how the initially offset drop
containing suspended particles is gradually and automati-
cally moved into the central hydrophilic band (corresponding
to a 6,,=30°) and repelled from the relatively low energy
side bands. In the absence of contact line pinning, the drop
moves into the central hydrophilic band irrespective of the
initial offset or of the relative thicknesses of the bands. This
was confirmed via LBM simulations for different wetting
parameters (equilibrium contact angles) and for different
relative widths of the bands.

However, the rate at which the drop moves into the hy-
drophilic band is affected both by the effective viscosity of
the drop and by the relative wetting strengths of the bands. In
Figs. 6(a)-6(c), the (central) hydrophilic band has an equi-
librium contact angle of 30°, but the side bands have equi-
librium contact angles of 60°, 90°, and 120°, respectively. It
can be seen that the drop movement is much faster in Figs.
6(b) and 6(c) because of the reducing surface energy in the
side bands. To quantify this effect, we have normalized the
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FIG. 6. (Color online) Effect of surface wetting strength on drop
dynamics for a liquid drop containing 90 particles (10% volume
fraction) with an initial offset such that the drop impacts the sub-
strate outside the central band. The equilibrium contact angles for
the side bands are (a) 60°, (b) 90°, and (c) 120°. The equilibrium
contact angle in the central (hydrophilic) band is 30° for all cases.
(d) Fraction of drop footprint in the central band for various surface
energies for a pure liquid drop and a colloidal drop with 90
particles.

area (footprint) of the spreading drop in the central band with
the entire footprint of the drop and plotted this ratio as a
function of spreading time. This plot is shown in Fig. 6(d).
When A*=1, the entire drop is in the central band. For the
cases where the side bands have contact angles of 60° and
90°, it can be seen that A* approaches unity gradually, but for
the case of hydrophobic side bands (6,,=120°), the move-
ment of the base of the drop to the central portion of the
substrate appears almost instantaneous because the initial
transient (below =1000) was not recorded.

Keeping all other parameters identical, each of these three
cases was also run for a pure liquid drop without any sus-
pended particles and these results are indicated in Fig. 6(d)
by solid lines. It can be observed that the drop without par-
ticles moves into the central band more rapidly compared to
the colloidal drop. This observation can be explained on the
basis of an increase in viscosity for the colloidal drop, which
tends to reduce the rate at which it moves into the central
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band. The speed at which droplets move can be an important
factor in controlling the deposition of suspended particles in
the presence of evaporation. For example, if the evaporation
rate is very high, a slow-moving drop may not finish moving
into the desired area of the substrate and final deposition will
not be accurate.

D. Evaporation of a pure liquid drop on a homogeneous
substrate

Before simulating the evaporation of drops with sus-
pended particles, it is useful to examine in detail the evapo-
ration of a hemispherical liquid drop located on a homoge-
neous substrate and containing no suspended particles. We
will first discuss our results and then compare them with
evaporation mechanisms found in experiments and in some
previous numerical simulations. The LBM simulations were
carried out using a 201 X201 X 101 lattice. The equilibrium
contact angle of the liquid drop was set to 90° (g,,=0) and
the initial shape of the liquid phase was a hemispherical cap
of radius 73 lattice units. The drop was placed on a fixed,
homogeneous substrate (z=1) and was located such that the
center of the drop was at (100,100,1). The vapor velocity at
the top face was set at u,=0.01.

Figure 7(a) shows the schematic of the problem and the
cross-sectional view of the liquid-vapor interface at =3000,
t=6000, r=9000, =12000, t=15000, and #=18000. It can be
observed that: 1. The evaporation rate is uniform all along
the interface, 2. The radius of the drop reduces slowly at first
and rapidly at later times and 3. The contact angle remains
unchanged throughout the evaporation process. To quantify
these observations, the volume of the liquid drop was calcu-
lated at various times and this plot is shown in Fig. 7(b). It
can be clearly seen that the volume reduces linearly with
time, indicating that the rate of change of volume with time
is constant and independent of the drop radius. This result is
expected because the rate at which mass is being removed
from the system at the top boundary is constant. Note that a
similar result can be obtained using a moving piston bound-
ary condition at the top, like the one used by Lee and Lin
[89]. In both the present evaporation model and the model
used in Ref. [89], the evaporation process is driven by a
change in the vapor pressure above the liquid phase.

The evaporation of a liquid drop on a substrate has been
the focus of many experimental studies [17,22,24,90,91].
Most of these experiments deal with the evaporation of a
liquid drop in air and the evaporation process at the liquid-air
interface is driven by concentration gradients of the liquid at
the interface and in the surrounding air. For example, the rate
of evaporation of water drops is a function of the relative
humidity of the surrounding air. The evaporation process it-
self is found to occur in distinct stages, depending on the
surface roughness. For drops evaporating on smooth sub-
strates, the drop contact area and drop height both reduce
with time, leading to a self-similar shrinkage with a constant
contact angle. For rough substrates, the drop contact area
remains constant in the initial stage of evaporation but the
drop height reduces. Thus, the contact angle keeps reducing.
This continues until the (receding) contact angle falls below

041401-9



ABHIUIT S. JOSHI AND YING SUN

(a) Mass is removed from the domain at a constant rate from the top boundary

i i i

Periodic boundary
Periodic boundary

(b) 1.0 .

0.9 A

v* 0.6 4
05 - KN

0.4 -

0.1 A

0.0 N )
0 5000 10000 15000 20000

time

FIG. 7. (Color online) (a) Cross-sectional views of the liquid-
vapor interface for an evaporating hemispherical drop (equilibrium
contact angle 90°). The evaporation rate is uniform along the liquid-
vapor interface and the drop shrinks faster at later times because the
interface area decreases. The contact angle remains unchanged. (b)
Normalized volume of an evaporating liquid drop. The symbols
represent LBM data points and the dashed line is a linear fit to the
data points.

a critical value. Beyond this point, the contact area starts
reducing and the contact angle remains roughly constant. Fi-
nally, in the last stage, both the contact area and the contact
angle reduce.

At present, the LBM model is only able to simulate the
second evaporation stage, where the contact angle remains
constant and the contact line shrinks. Also, in contrast to
most experiments, the present LBM simulations model a
single component, two-phase system, like pure water sur-
rounded by water-vapor and mass diffusion is not consid-
ered. For pure liquid drops evaporating on a atomically
smooth substrate like freshly cleaved mica, the evaporation
process observed in experiments is similar to that observed
in the present LBM, in that the contact line does not pin
[17,22]. However, this is not generally true even for pure
liquids evaporating on a substrate. Measurements on evapo-
rating water drops have shown that a linear reduction of lig-
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FIG. 8. (Color online) Effect of evaporation on the drop dynam-
ics and particle deposition for a liquid drop containing 87 particles
(30% initial volume fraction). The equilibrium contact angle is 30°
(a) The case without evaporation, (b) evaporation induced by pre-
scribing a vapor outflow velocity (1,=0.005) at the top boundary,
(c) evaporation induced by prescribing a vapor outflow velocity
(1,=0.01) at the top boundary.

uid drop volume with time (constant evaporation rate), as
shown in Fig. 7(b), typically corresponds to the case of
pinned evaporation [90]. The evaporation rate peaks at the
contact line and is therefore proportional to the contact line
perimeter. Nonisothermal evaporation models and thermal
effects like Marangoni flow are beyond the scope of the
present study, but contact line pinning can be simulated in
our model by using locally varying surface energies. This
aspect will be explored more fully in our future work and is
not discussed further here.

E. Drop spreading, evaporation and particle deposition
on a homogeneous substrate

We now examine the spreading behavior of a suspension
in the presence of evaporation. In Fig. 8(a), a case without
evaporation is shown for a particle volume fraction of 30%
and with 87 particles. As observed before, the contact line
radius increases until the equilibrium contact angle (30° in
this case) is attained. In Fig. 8(b), the same case is repeated
with a velocity of u,=0.005 imposed for the vapor phase at
the top boundary. It can be observed that the spreading dy-
namics at r=5000 and 7=10000 are substantially different
compared to Fig. 8(a). As a consequence of liquid evapora-
tion, the suspended particles are confined to a smaller and
smaller volume, eventually resulting in a random close-
packed arrangement of the particles inside the liquid phase.
A simulation with an even higher evaporation rate, corre-
sponding to u,=0.01 is depicted in Fig. 8(c), where the par-
ticles are seen to be packed more closely compared to Fig.
8(b).

The volume of the liquid phase in the suspension was
examined as a function of time for #,=0.005 and u,=0.01
and the results are summarized in Fig. 9. It can be observed
from Fig. 9 that a faster evaporation rate leads to a more
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FIG. 9. (Color online) Evolution of the liquid volume with time
for an evaporating suspension for two different evaporation rates.
The liquid volume is normalized using the initial liquid volume.
The insets show the arrangement of suspended particles on the sub-
strate and the morphology of liquid phase in the interstitial spaces
between particles after the suspension has been evaporating (u,
=0.01) for 20 000 time steps.

rapid depletion of the liquid phase. However, beyond a cer-
tain point, the liquid phase no longer evaporates and about
15% of the original liquid remains in the system even after a
long time. This result should be contrasted with that obtained
for a pure liquid [Fig. 7(b)], where all the liquid phase even-
tually evaporates. The insets in Fig. 9 show the suspended
particle assembly and the liquid phase at =20 000 and one
can observe that the particles are closely packed, and liquid
occupies the interstitial spaces between particles. The inabil-
ity of all the liquid phase to evaporate is because of capillary
pressure of the wetting liquid (local 6,,=30°) in between
narrow interstitial spaces, which creates a lower pressure in
the liquid compared to the vapor. It was confirmed that using
a larger suction velocity (#,=0.02) at the top of the domain
reduces this residual liquid phase. In addition, the final re-
sidual liquid may also become disconnected and form dis-
crete liquid bridges between neighboring solid particles.
Turner et al. [92] carried out an experimental investiga-
tion to find out the irreducible water saturation in a porous
medium composed of monodisperse acrylic beads using veg-
etable oil as the liquid phase. The liquid volume fraction left
behind after draining the porous medium overnight was mea-
sured to be 13%, which is similar to the LBM prediction for
the residual liquid volume. In addition, the morphology of
the liquid phase trapped in the pore space between the
closely packed beads, observed using microcomputed to-
mography (uCT), is very similar to that predicted by the
LBM [Fig. 9 (inset)]. As discussed in Ref. [92], the trapped
wetting phase can exist as pendular rings between grains, as
liquid bridges separated by a small gap, or as complicated
structures formed by a combination of these individual mor-
phologies. The experimental results of Ref. [92] thus provide
a good validation of the LBM predictions and our model can
be a useful tool for simulating the drying of porous materials.
Because there is no gravity in these simulations and
mainly because of capillary interactions, the particles can
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FIG. 10. (Color online) Effect of particle size on final particle
deposition area for an initial particle volume fraction of 30%, equi-
librium contact angle of 30° and a vapor outflow velocity (u,
=0.01) at the top boundary. (a) 45 particles of radius 8.1, (b) 87
particles of radius 6.5, and (c) 144 particles of radius 5.5. (d) Mea-
surement of the deposit area for various particle sizes. The inset on
the left shows the side view of the final deposit heap with the
dashed line representing plane “A” where area measurements are
performed. The top view shows the cross section of particles in
plane “A” and gaps in between particles.

form closely packed structures without collapsing on the
substrate. This type of particle assembly can be used for
example to build photonic crystals [93] or for depositing
electrically conducting material on flexible substrates using
inkjet printing. It may also help model the stability of granu-
lar materials like wet sand, where capillary forces between
sand particles can be strong enough to build noncollapsible
structures like sand castles. Note that even if the equilibrium
contact angle of the carrier liquid phase with the substrate is
30°, the particles do not spread out to this value because
evaporation rate is very fast and most of the liquid phase
evaporates before it has had a chance to spread completely.

Motivated by the experimental results in Ref. [23], we
examined the effect of using different particle sizes on the
final deposition of particles. Figures 10(a)-10(c) shows the
final particle deposit for three different particle sizes in top
view. Because the final deposit also depends on the initially
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FIG. 11. (Color online) Effect of evaporation
rate and initial offset on the drop dynamics and
particle deposition for a liquid drop containing 87
particles (30% initial volume fraction) and
spreading on a patterned substrate (equilibrium
contact angles: A=150°, B=30°). The top views
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random placement of particles inside the liquid drop, each
run leads to a slightly different deposition pattern. We illus-
trate this effect for two runs in Fig. 10. It can be observed
that the final deposit area remains approximately constant for
the range of particle sizes considered here. In order to quan-
tify these results, the cross-sectional area of the particles
closest to the substrate was measured in a plane (indicated by
“A”) that cut through the equators of the particles as shown
in the inset in Fig. 10(d). Two sets of measurements were
taken. In the first set of measurements, the gap in between
the packed particles was excluded, while in the second, the
deposit area corresponded to the envelope indicated by the
white dashed line [inset, Fig. 10(d)]. The scatter in the data
for a given particle size is because of the different initial
arrangement, but overall the deposition area is almost con-
stant. This is in contrast to the findings of Ref. [23], who
observe a smaller deposit footprint when particle size is
smaller. This discrepancy might be because deposits from
larger particles do not form close-packed structures in the
experiments, leading to significant empty space in between
particles [23]. In the present LBM simulations, the final de-
posits are approximately close-packed and also of a similar
shape. Note that these comparisons are only qualitative be-
cause the experimental suspensions were colloidal (particle
size ranged from 0.3 to 3 micron), very dilute (1 wt %) and
the substrates used were hydrophobic (6,,=103°).

F. Drop spreading, evaporation, and particle deposition
on a patterned substrate

If the substrate is patterned into hydrophobic and hydro-
philic bands, the deposition dynamics is affected by two par-
allel processes. The first of these is the spreading or wetting
behavior and the second is the rate of evaporation. In Fig. 11
(top two rows), results for a drop that impacts exactly at the
center of the hydrophilic band is shown. The substrate pat-
tern is such that the equilibrium contact angles are 30° and
150° in the hydrophilic (B) and hydrophobic (A) bands, re-
spectively. When u,=0.01, the carrier liquid evaporates very

t=15000

rapidly and the drop does not have time to wet the central
band completely. Thus, the final particle deposit shows an
effective contact angle much larger than 30° and only a slight
spreading in the hydrophilic band is observed. When the
evaporation rate is reduced (1,=0.005), the liquid gets some
more time to spread before it evaporates. Consequently, the
final deposit shows a distinct elongation along the hydro-
philic band.

It can be observed that all the particles eventually form a
close-packed structure and get deposited on the hydrophilic
band. The bottom two rows in Fig. 11 show the results for
cases when the initial drop position is offset such that it
impacts the substrate at a point which is exactly midway
between the two bands. Again, the competing effects of drop
spreading and evaporation can be observed from the final
deposition, which is more elongated if the evaporation rate is
lower. It can be observed that even for these two cases, the
final particle deposition takes place in the central (hydro-
philic) band. Thus, the effect of the initial offset in the drop
impact point on the final particle deposition can be substan-
tially reduced by controlling the surface energies of the sub-
strate.

IV. CONCLUSIONS

In this work, we have shown that the lattice Boltzmann
method (LBM) can be a useful tool for simulating the dy-
namics of colloidal drops as they spread and evaporate on
homogeneous and patterned substrates. An important effect
of the suspended particles is increasing the apparent viscos-
ity of the drop compared to the pure liquid phase. Aggrega-
tion of particles due to interparticle forces and trapping of
particles in the liquid-vapor interface are other effects that
can have an impact on the spreading dynamics and/or the
final deposition of the particles once the carrier liquid evapo-
rates. Qualitative agreement was reached with prior experi-
mental work [12] regarding the effect of particle concentra-
tion (higher concentration slows down the spreading) and
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particle size (no significant effect) on the spreading dynam-
ics.

Evaporation has been modeled by sucking out vapor from
the domain, thereby reducing the vapor pressure above the
liquid drop. The liquid drop consequently evaporates to re-
plenish the lost vapor and the liquid-vapor density ratio in
the system does not change. The evaporation process is iso-
thermal and corresponds to the constant contact angle evapo-
ration mode observed in experiments. For a pure liquid drop
on a smooth and homogeneous substrate, evaporation leads
to a uniform reduction of drop volume with time until all the
liquid phase evaporates. For drops with suspended particles
evaporating on a substrate, evaporation leads to the sus-
pended particles being packed closely together and a finite
amount of liquid phase remains trapped in the gaps between
particles. This trapped liquid does not evaporate unless its
capillary pressure can be overcome and may form discrete
liquid bridges, pendular rings and other complex morpholo-
gies between particle pairs. Qualitative agreement was ob-
tained with respect to the amount of residual liquid and the
liquid phase morphology between the present LBM predic-
tions and the experimental studies of drainage in a porous
medium [92]. The final particle deposition can be controlled
by the evaporation rate and by the surface energy of the
substrate. Using patterned substrates can help achieve par-
ticle deposition at desired locations even when the initial
impact point of the suspension is not controllable.

A limitation of the current LBM approach is the inability
to model nonisothermal flows and latent heat transfer during
the phase change process. Future work in this area can focus
on the role of interparticle DLVO forces, Brownian motion,
effect of particle surface energy (hydrophobic/hydrophilic/
neutral wetting) and concentration on the interface tension,
heat transfer related effects like Marangoni flow and further
validation of the model with experiments. Apart from colloi-
dal drop dynamics, some of the additional applications of
this model include studying the drying of porous media,
modeling wet granular materials (like wet sand) and in in-
vestigating the impact of evaporation/condensation processes
during the two-phase transport of water and water-vapor in
porous polymer electrolyte membrane (PEM) fuel cell elec-
trodes.
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APPENDIX A: 3D IMPLICIT SCHEME FOR UPDATING
LINEAR AND ANGULAR VELOCITY
OF A SINGLE SUSPENDED PARTICLE

In this appendix, we extend the implicit particle velocity
update scheme [53], adapted in our previous work to a 2D
multiphase particle suspension model [67], to 3D and include
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interparticle forces within the framework. The basic idea is
that the (unknown) linear and angular particle velocities at
the new time level are to be used while calculating the ve-
locity of node points at the boundary of suspended particles.
This boundary node velocity includes both translational and
rotational components of the particle velocity and is given by

u,=U+Q X (r,—-R), (A1)

where U is the translational velocity of the particle, £ is the
angular velocity, r; is the location of the boundary node and
R is the location of the center of mass of the particle.

Expressions for the forces and torques acting on the par-
ticle of mass M and moment of inertia I are first derived
using the three (unknown) linear velocity components at the
new time level (u,,u,,u.) and the three (unknown) angular
velocities of the particle at the new time level (Q,,Q,,Q0,).
Newton’s second law is then applied to relate forces (along x,
v, and z) and torques (along x, y, and z) to the change in the
linear and angular velocities of the particle. The result is a set
of six linear equations that can be solved for the six un-
knowns (u,,u,,u,,Q,,Q,,Q,). After some algebra, the re-
sulting system of equations can be written as

A Ap Az Ay As Age Uy B,
Ay Ay Ay Ay Axs Agg u, B,
A3l Az Ay Ay Ass Age u, | _| Bs
Ay Ay Ap Ay Ags Ag Q, B,
As; Asy Asy Asy Ass Asg Q, Bs
Ag1 Agy Agz Aes Ass Ages Q. Bg
(A2)
The elements of the coefficient matrix are given by
6
All =1+ _2 E PW o€ 1x€ x> (A3)
M bn «
6
A22 =1+ sz 2 pwaeayeay, (A4)
6
Ap=1+ ME D PWe s (A5)
bn «
6
Agy=1+ 7}72 > (PW oIy Ty 8 + PW T T € 8 o,
n o
= 2PW ol €80, (A6)
6
Ass=1+ —E 2 (PW I 7 € 0 € o + PW T 2T 1€ 1€ o
bn «
- 2pwarxrzeaxeaz > (A7)
6
A66 =1+ _2 E (pwarxrxeayeay + pwaryryeaxeax
bn «
= 2PWor 1€, 4y) s (A8)
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6 6
Ap=Ay = MZ 2 PW €0y €0x» (A9) Ay=Ags= ;2 E (pwarxryeayeaz — PWal'yFy€a:€ 0y
bn « bn «
6 + pwaryrzeaxeay - pwarzrxeayeay) » (AZZ)
A13:A3IZMZ Epwaeazeaxs (AIO)
bn «
6
6 Asg=Ags= ;E 2 (pwarzrxeaxeay = PWT 1,808 o
bn «
A=Ay = EE > PWel oy (A11)
bn + PW T T 8 € = PW T 1€ € ) - (A23)
1 6 The right-hand side of Eq. (A2) is calculated usin
A= MAM == ﬁ; E (pwarzeayeax - pwaryeazeax)v £ 6. (A2) ¢
(A12) Bieu g+ 23S B
1 =Uxpo + f;eax + E Fadh,x
M bn « M bn
I 6
= — =—— — 1
(A13)
I 6 By=ttyo+ =3 S frew +—S
A= HA61 == ﬁbE E (pwaryeaxeax T PWalx€ay€ay), 2 »0 M7, . WM n adh.y
n o a
(A14) 1
+ M[FZ,} + Fg,y + Fih,y + FZook,y] » (A25)
1 6
Ay = EA“ =— A_/Ibz 2 (PW ol €0y ay = PW o718 4:€0y)
n a 2 1
(A15) By=u. o+ E% %fzeaﬁ M% Floan.:
! 6 L op P P P
Ays= MA52 =- ;[E > (PW ol @4 80y = PW ol €41 0y) » + M[FU,Z +Fe +Fpp + Froor s (A26)
bn «
(A16)
2
I 6 B4=Qx,0+ ;2 2 (r)f;eaz— rﬁeay)
A26 = MAGZ == Hbz E (pwaryeaxeay - pwarxeayeay > bn
n a 1
(A17) + ;2 (ryFGan. = r-¥Gany)
bn
I 6 1 _ _
A34 = ]GA‘B == EZ 2 (pwarzeayeaz - pwaryeazeaz)’ - ;2 (rUs}'pUuUsZ - rUsZpUuUJ')
bn « U
(A18) 1
+ ;2 (reyPclc =T PAUC,) (A27)
C
1 6
A35 = MASS == M},E E (pwarxeazeaz —PWal€axC0z)s
2
(A19) B5=Qy’0+;2 E (rz aeax_rxf;eaz)
bn «
1 6
Ase= —Ag=—— €08, — , !
0= A0 2 2 P~ P TS R )
bn
(A20)

1 _ _
- _2 (r UPUAUx— T U,pruU,z)
6 1y
A45 = A54 = ;E E (pwaryrzeaxeaz - pwarxryeazeaz 1
bn «
+ ;E (repclcx—Teapclc,), (A28)
+ PW I T8 = PW T €018 ), (A21) c

041401-14



WETTING DYNAMICS AND PARTICLE DEPOSITION FOR ...

60

50

40 -

30

Speed up

20

10

0 10 20 30 40 50 60

Number of processors (N)

FIG. 12. (Color online) Comparison of the actual speed up (data
points) obtained using the parallel LBM with the ideal or linear
speed-up (dashed line). The inset shows how the 3D solution do-
main is split into equal volume slices along x. LBM calculations in
each slice are performed in parallel by different processors. Data
communication between adjacent processors takes place across the
surface area perpendicular to the x axis. This schematic shows a
case with four processors are being used.

2
B¢ = Qz,O + ;E E (rxf(:eay - ryfc:eax)
bn «

1
+ 72 (erIz;dh,y - ryF£d11,x)
bn

1 _ _
- 72 (r UxPvlyy =T U,ypUuU,x)
U

1
+ 72 (FexPcUcy = FeyPclc,y). (A29)
c

In the above expressions, the subscript O represents (known)
values of the particle velocities at the current time level. The
summations are to be carried out over each boundary node
(bn) and over all the relevant directions («) at that boundary
node. The location of the relevant node point on the particle
surface, relative to the particle center, is denoted by
(rx,ry,rz). The lubrication force between particle pairs does
not contribute to the torque and is dealt with in an explicit
manner, using the relative velocity between the particle pairs
from the current time level. Likewise, the Hookean force
between particle pairs does not contribute to the rotational
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dynamics and, in addition, is independent of the relative ve-
locity between the pair of particles. Implementing this
scheme requires two passes through the domain. During the
first pass, the coefficients A;; and B; are assembled. After the
linear system of equations, i.e., Eq. (A2) is solved, another
pass through the domain is made to update the relevant PDFs
based on the calculated values. Expressions for the adhesive
forces and the forces because of changing particle represen-
tation on the lattice in B; can be found in Ref. [67]. The
advantage of using the implicit scheme is that rotational dy-
namics can be included in the calculations without introduc-
ing numerical instability. The scheme described here can be
implemented for any number of suspended particles as long
as the particles do not penetrate each another.

APPENDIX B: PARALLEL IMPLEMENTATION
OF THE LBM

The 3D LBM model was implemented in FORTRAN 90
using the message passing interface (MPI) library. A 1D do-
main decomposition along the x axis was used for simplicity
(inset in Fig. 12). The typical run-time for a 201 X201
X101 lattice using 20 processors was approximately 1 h per
1000 lattice time steps. Parallel performance of the LBM can
be quantified by running the same simulation with different
number of processors and calculating the ratio of the com-
putational time required for a single processor with the com-
putational time required using N processors, which is called
the speed-up. Ideally, if N processors are used, the computa-
tion time should reduce by a factor of NV, but in practice, this
type of linear speed-up is not obtained because of the time
spent in communicating information between adjacent pro-
cessors. The actual speed-up plot for the present LBM is
shown in Fig. 12, where data points represent LBM results
and the dashed line indicates the ideal or linear speed-up.

It can be seen that parallel efficiency, defined as the ratio
of actual to ideal speed-up reduces as the number of proces-
sors are increased. However, using more processors is still
useful because of the large reduction in computational time,
especially for large lattice sizes. In the present work, we used
up to 50 processors, which was quite sufficient for the lattice
sizes considered here. Additional computational overheads
can be eliminated if the suspended particles are also treated
in parallel along with the fluid flow. At present, each proces-
sor store data for all particles, irrespective of whether the
particle actually resides in the specific portion of the domain
handled by the processor or not. Thus, the parallel efficiency
reduces if more particles are used. For a more detailed dis-
cussion about how the particle dynamics can be parallelized,
the reader is referred to Stratford and Pagonabarraga [66].
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