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An evolution of Sm—CZ, biaxial intermediate phases, and Sm-C* in the electric field is investigated in a
framework of molecular-statistical approach [A. V. Emelyanenko et al.., Phys. Rev. E 74, 011705 (2006); A.
V. Emelyanenko, Eur. Phys. J. E 28, 441 (2009)]. The “electric field—temperature” phase diagrams including
the possibility of existence of various tilted smectic phases are plotted and compared with the experimental
ones. Permanent transverse molecular dipole moments (without electric field participating only in the sponta-
neous polarization) were also found to generate the induced polarization in the presence of electric field and to
produce very strong dielectriclike effect. This effect is positive in Sm-C* (tilt planes have a tendency of
orienting along or against the electric field) and is negative in Sm-C and in biaxial intermediate phases (tilt
planes have a tendency of orienting perpendicular to the electric field). In the ferrielectric intermediate phases
both spontaneous and induced polarizations favor similar tendencies and provide the helix unwinding at very
low electric field. At the same time, the tendencies provided by spontaneous and induced polarizations are
opposite in Sm-C*, and therefore the unwinding threshold is larger. It was shown that interplay between
spontaneous and induced polarizations can lead to the formation of complex bidomain smectic structures. A
single parameter regulating an evolution of structure of Sm-C*, Sm-C}, and biaxial intermediate phases in the
electric field was found. We suppose that bidomain helical structure is the same as additional ferrielectric phase
FiLC existing in some materials just below Sm-C*. The numerical calculations are done with help of AFLC

phase diagram plotter software developed by the author and available at his webpage.
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I. INTRODUCTION

Evolution of various tilted smectic phases in the electric
field is an interesting problem not only from the fundamental
point of view, but also for possible applications of new smec-
tic phases in display industry, production of various detec-
tors, light modulators, switchers, etc. The possibility of exis-
tence of several tilted smectic phases in the same material at
various temperatures was discovered for the first time in
[1,2]. The anticlinic antiferroelectric Sm-C}; phase was con-
firmed in a liquid crystal, MHPOBC, by observing the
switching current due to the in-layer polarization reversal
together with the disappearance of the so-called full-pitch
reflection band due to the helical structure, which clearly
emerges in synclinic ferroelectric Sm-C*. In addition, MH-
POBC material appeared to possess two subphases,
designated at that time as Sm-C,, and Sm-Ci;. Optically
uniaxial Sm-C;, emerges just below Sm-A*, while optically
biaxial Sm-C’, appears between Sm-C), and Sm-C". The mo-
lecular orientational structure of Sm-C’, was clarified to be
ferrielectric by studying the electric field dependence of
conoscopic figures [3]. Analysis of the macroscopic helical
pitch and the switching characteristics in Sm-C”, resulted in
the detailed structure consisting of a unit cell with three-layer
periodicity that contains the ferroelectric and antiferroelectric
orderings in a ratio of 1:2 [4,5]. The macroscopic helical
pitch was estimated from optical rotatory power and liquid-
crystal-induced circular dichroism [4,6]. This was a surpris-
ing and fundamental condensed-matter finding and prompted
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intensive research into the structure and properties.

Later an intermediate antiferroelectric phase other than
Sm-C, was found between Sm-C7, and Sm-C,, in MHPBC,
the molecular structure of which is the same as that of MH-
POBC except in the removal of only one oxygen atom from
the achiral chain. Studying the electric field dependence of
conoscopic figures leads to a conclusion that the macro-
scopic helical pitches in the new antiferroelectric phase (sim-
ply designated as AF) as well as Sm-C’; are extremely long
[7]. Further systematic investigations were made by Isozaki
et al. and clarified that the aforementioned subphases,
Sm-C’, AF, and Sm-C,, together with two additional ones
below and above Sm-C’; (designated as FI; and Fly, respec-
tively), were found in several single compounds and mix-
tures [8,9]. In this way, it was well noticed that the frustra-
tion between ferroelectricity and antiferroelectricity produces
a series of biaxial intermediate phases (see Fig. 1), which can
be specified by parameter g; denoting the fraction of almost
synclinic orderings in particular phase. Thus, the fraction of
almost anticlinic orderings in the same phases is 1 —¢g7. Since
all of these biaxial subphases are based on the existence of
Sm-C}, Isozaki er al. appropriately proposed to designate
them as Sm-Cj(¢7)’s. Thus, two prototype subphases, Sm-C,
and AF, are Sm-C,(1/3) and Sm-C}(1/2), respectively. Al-
though the exact values were not known, g;’s for FI; and Fl,
must be 0<g;<<1/3 and 1/3<g;<<1/2, respectively. Note
that g;=0 for Sm-C) and gr=1 for Sm-C*. We will keep
using this nomenclature in this paper, because it has been
firmly used by recent publications [10-15].

Since then many experimental and theoretical investiga-
tions [16-28] clarified step by step the structure of interme-
diate smectic phases in numerous materials. The sophisti-

©2010 The American Physical Society


http://dx.doi.org/10.1103/PhysRevE.74.011705
http://dx.doi.org/10.1140/epje/i2008-10438-8
http://dx.doi.org/10.1103/PhysRevE.82.031710

A. V. EMELYANENKO

q=1/9
9
8 7
7 3 1 6 6
6 6 3 5
5 4
5 4 7 4
2 2
4 9 3
3 2
2 1
1
qr= 1/3

4
3
3 1 2 4
2
2 3 1 1
1

PHYSICAL REVIEW E 82, 031710 (2010)

qr=1/7 qr=1/5
5
1
3 4 P
5 3 5
7 2
1
qr= 172 qT=3/5
5
3 4 5 43
2 3 1 2
2
1

FIG. 1. Biaxial intermediate smectic phases with different numbers of synclinic and anticlinic orderings per period: gr=1/9, 1/7, 1/5, 1/3,

1/2, and 3/5.

cated experimental techniques, such as the polarized
resonant x-ray scattering, precision ellipsometry and reflec-
tometry, optical rotatory power, etc., have recently been used
to determine the detailed biaxial subphase structures
[29-43]. It has been established that Sm-Cj(1/3) and
Sm-C}(1/2) are, in fact, not coplanar and that the azimuthal
angle difference between the directors in the adjacent layers
is deviated from Ag=¢;—¢;,_;=0 (synclinic) or 7 (anti-
clinic). Note that, in these references, Sm-C,(1/3) and
Sm-C}(1/2) are designated as FI1 and FI2, respectively. At
the same time, the data obtained from ellipsometry studies
confirm that three-dimensional (3D) distortion from flat Ising
model is not very large [33].

Taking into account all the results mentioned above, in
our publications [10,11,44] we were able to derive the
molecular-statistical theory predicting the set of possible
tilted smectic phases in a particular liquid crystal (LC) ma-
terial. This theory, however, did not take into account the
influence of the electric field on various tilted smectic
phases. This problem was investigated on the phenomeno-
logical ground, for example, in [23,45-51]. These publica-
tions gave considerable contribution into our knowledge
about the behavior of smectic phases in the electric field.
However, the magnitude of the local polarization was con-
sidered in these publications to be independent of the tilt
planes distribution and generally of the phase type. For ex-
ample, in Sm-C* it was considered to be the same as in
Sm-Cj. In fact, it should be several times smaller, because
ferroelectric ordering of polarizations is not favorable, in
contrast to antiferroelectric one.

The description of the helix unwinding in liquid crystal
phases started from cholesteric phase [52] and was general-

ized for Sm-C* in [53-60]. Here, we should mention, how-
ever, that in many publications concerning the helix unwind-
ing in smectics only spontaneous polarization was taken into
account. In many respects it was enough to describe qualita-
tively the helix unwinding in Sm-C*. More general theory
takes into account both spontaneous and induced polariza-
tions [53] and also describes the influence of surface anchor-
ing on the helix [56]. It is important to note that induced
polarization must not solely originate from anisotropy of po-
larizability of molecules (which is usually assumed in the
phenomenological approached to be responsible for dielec-
tric effect), but can rather originate from anisotropy of cou-
pling of permanent molecular dipole moments in the neigh-
boring smectic layers in the presence of electric field. To
distinguish this effect, we are going to call it dielectriclike
effect. This effect was considered for the first time in [12] in
the framework of molecular-statistical approach, and it was
shown that its strength can be comparable with that of piezo-
electric effect. In particular, we claim that spontaneous po-
larization does not cause the electric-field-induced transitions
from Sm-C and from biaxial intermediate phases into
Sm-C*, while the anisotropy of coupling of induced polariza-
tions causes these transitions. Our approach also predicts that
modification of Sm-C™ itself in the electric field can exhibit
two thresholds, which is confirmed experimentally
[35,61-65].

It is also important to mention that in [55] an alternative
scenario of evolution of Sm-C* in the electric field was sug-
gested, when the pitch remains constant until the critical
electric field is reached, which is due to the formation of
stable disclination lines. This type of behavior has been ob-
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served experimentally, for example, in [59], and seems to be
typical for long-pitch materials (with pitch equal to several
micrometers). At the same time, our own spectroscopy mea-
surements in homeotropic samples (unpublished) show that
we can easily obtain continuous divergence of the helical
pitch at least in the short-pitch smectic materials (with pitch
in visible selective reflection range).

In Sec. IT we are going to start from the description of
polarization effects in various tilted smectic phases. In Sec.
IIT the helix unwinding by the electric field in an arbitrary
tilted smectic phase will be considered. The phase sequences
in tilted smectic materials and the electric field—temperature
phase diagram will be considered in Sec. IV. Finally, in Sec.
V the conclusions will be made.

II. POLARIZATION EFFECTS IN VARIOUS TILTED
SMECTIC PHASES

We are going to start from the description of polarization
effects in various tilted smectic phases (Sm-C”, Sm-Cj;, and
biaxial intermediate phases), because they are of prime im-
portance for the formation of complex smectic structures and
also for the evolution of each particular phase in the electric
field. Molecules participating in complex smectic phases
usually possess permanent transverse dipole moments lo-
cated in molecular tails. According to the results obtained in
[12], polarization-dependent part of the free energy per
smectic layer can be written in the following form:

,BMFS)=M1“P;‘+PMM1‘2’ (1)

where p is the surface density of molecules in smectic layers,
w is the value of molecular transverse terminal dipole mo-
ment, 8= (kzT)~', kg is the Boltzmann constant, T is the
absolute temperature, and the order parameter M; is given by
the following expression:

M, = Cp[ni X K]+ cf[ni X [An;.; X n;]]
- Buln; X [E X n,])/4, (2)

where E is the external electric field; k is the smectic layer
normal; n; is the nematic director in layer i; parameters c,
and ¢y are the piezoelectric and flexoelectric constants, re-
spectively; and the set of polarization vectors is determined
by the following equations:

P, +8[P._ +P;]=-puxM,, (3)

where x is the dielectric susceptibility tensor for a single
smectic layer and g is the dipolar coupling tensor describing
the coupling of polarizations in the neighboring smectic lay-
ers. Equation (3) represents the three-diagonal set of equa-
tions for polarizations, which can be solved explicitly for any
given periodicity of the unit cell #, which is different for
various tilted smectic phases. However, the solution can be
written in the following general form:

t—1

Pi=—pu &M, (4)
k=0

where the sum represents residual dielectric effect of the
whole set of smectic layers within the unit cell of particular
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phase, and each dielectric tensor @ is the product of diago-

nal tensors ¥ and f, (see [12]). Here, tensor f, describes the
effective long-range interaction due to sequent coupling of
polarizations in the neighboring layers only. Substituting Eq.
(4) into Eq. (1) and summarizing the free energies of all
layers within a unit cell of the phase, one obtains the follow-
ing expression for polarization-dependent free energy per
unit cell:

t—1

Fp=- PkBTZ (‘:)j—i -
i,j=0

3)M; - M;. (5)

In particular, in Sm-C*, where the unit cell consists of only
one smectic layer, the residual dielectric tensor is the same in
every layer. From Egs. (4) and (5) one readily obtains for
polarization and polarization-dependent free energy in
Sm-C*, respectively,

P;=-puoM,, (6)

Fy=—pksT(&~ )M, (7

where @ is the residual dielectric susceptibility tensor taking
into account the dipolar coupling in the neighboring smectic
layers, whose components along the smectic layer plane and
along the smectic layer normal, according to Eq. (3), are
equal to

Xi XL
- , S S 8
YT r2g T 142, ®

According to Eq. (6), the first two terms from Eq. (2) con-
tribute into the spontaneous polarizations (piezoelectric and
flexoelectric ones [27,66—68]), while the third term contrib-
utes into the induced polarization. Thus, according to Eq. (7)
[and, generally, to Eq. (5) for arbitrary tilted smectic phase]
the polarization-dependent free energy represents the cou-
pling between various kinds of polarization. In particular, the
coupling between induced and spontaneous polarizations
promotes the piezoelectric and the flexoelectric effects
[69-72], which are both proportional to the first power of E,
while the coupling between induced polarizations promotes
the dielectriclike effect, which is proportional to the second
power of E.

It is well known [and it follows from Egs. (2) and (4)] that
both piezoelectric and flexoelectric effects in any tilted smec-
tic phase, where they exist, favor the orientation of the mo-
lecular tilt planes perpendicular to the electric field. At the
same time, the dielectriclike effect following from anisotropy
of coupling between induced polarizations can promote com-
pletely different tendencies. In the manner of traditional
physics of dielectrics, let us call the dielectriclike effect posi-
tive, if it promotes orientation of the tilt planes along the
electric field, and negative, if it promotes orientation of the
tilt planes perpendicular to the electric field.

In [11,12] it was shown that g is positive, so that residual
dielectric susceptibility within the smectic layer plane o, in
Sm-C* is smaller than initial dielectric susceptibility of sepa-
rate layer y; [see Eq. (8)]. This happens due to ferroelectric
“side-by-side” coupling of polarizations in the neighboring
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FIG. 2. Qualitative explanation of the tilt plane reorientation in
the electric field (u; is the transverse terminal dipole moment of a
molecule in layer i). The circular insets show the view of tilt planes
and dipole moments from above.

VAR

smectic layer planes, which is not favorable. On the contrary,
g 1s negative, so that residual dielectric susceptibility along
the smectic layer normal @, in Sm-C* is larger than initial
dielectric susceptibility of separate layer y,, because ferro-
electric “head-and-tail” coupling of polarizations in the
neighboring layers along the smectic layer normal is favor-
able. Thus, the dielectriclike effect will promote those orien-
tations of the molecular tilt planes in Sm-C*, which reduce
the induced polarizations along the smectic layer planes
and/or enlarge the induced polarizations along the smectic
layer normal. It was shown in [12] that, if the tilt plane has a
contribution along or against the electric field direction, then
the induced polarization has a contribution along the smectic
layer normal (see Fig. 2). Thus, dielectriclike effect in Sm-C*
is positive (promotes the orientation of molecular tilt planes
along the electric field).

The situation in other tilted smectic phases is more com-
plicated, because longitudinal and normal to smectic layer
plane projections of induced polarizations can form complex
sequences from layer to layer. In particular, in Sm-C), the
spontaneous part of vector M; (which is independent of the
electric field) is parallel to the smectic layer plane (similar to
that in Sm-C”), but alternates in sign from layer to layer. The
induced part of vector M; (which depends on the electric
field) has both coplanar and normal to the smectic layer
plane projections. The normal projection also alternates in
sign from layer to layer, while the coplanar projection has the
same direction in every smectic layer. Generally we have
shown in [12] that the dielectriclike effect is negative (pro-
motes orientation of the molecular tilt planes perpendicular
to the electric field) in Sm-C); and in the whole set of biaxial
intermediate phases, unlike that in Sm-C™.

III. UNWINDING OF THE HELIX IN AN ARBITRARY
TILTED SMECTIC PHASE

A. Minimization of the free energy

If the unit cell of the phase (which is equal to one smectic
layer in Sm-C”, to two smectic layers in Sm—CZ, and to more
smectic layers in the biaxial intermediate phases) exhibits
some small helical rotation, it can be approximated with the
derivative of local azimuthal orientation ¢ of the unit cell
with respect to coordinate z along the smectic layer normal.
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FIG. 3. Anisotropy of coupling between the induced polariza-
tions in neighboring smectic layers as a function of the tilt angle,
calculated in the framework of molecular-statistical approach [12]
in (1) Sm-C*, (2) Sm-C, (3) Sm-C,(1/3), and (4) Sm-C},(1/2).

Then one can write the free energy of an arbitrary tilted
smectic phase in the following form:

1 (c?cp )2 s . o
F=fy+-K|——-qo| —\Ecos ¢—vE"sin” ¢, (9)
2 \dz

where f; is the free energy of the unwound structure of par-
ticular phase (which is independent of the helical rotation
and orientation of the sample), K is the twist elasticity con-
stant, g, is the equilibrium helical wave number at E=0,
parameter N determines an influence of the electric field on
the spontaneous polarization, and parameter v determines the
dielectriclike effect resulting from anisotropy of coupling be-
tween induced polarizations in the neighboring smectic lay-
ers discussed in Sec. II. The dependencies of parameter v on
the tilt angle in various smectic phases calculated in the
framework of molecular model suggested in [11,12] are pre-
sented in Fig. 3. Note that in [12] analogous parameter v was
introduced with the opposite sign. Parameter v is mostly
positive in Sm-C* (except for very small tilt angles), while it
is negative in Sm-C}; and in biaxial intermediate phases. It
was also discussed in Sec. II that parameter A\ is positive in
Sm-C* and in some biaxial intermediate phases [such as
Sm-C;(1/3)], while it is equal to zero in Sm-C, and in some
other biaxial intermediate phases [such as Sm-C,(1/2)]
where the average spontaneous polarization per each unit cell
is equal to zero.

Assuming that at a given value of electric field E the
helical smectic structure has a period p, one obtains that the
total free energy per pitch is equal to F= [{F(¢,d¢/dz)dz,
where functional F(¢,d¢/dz) is determined by Eq. (9). The
variation of functional F gives (see Appendix A)

1 K é’(p)z A - 1
- | +— + ==, 10
2|V|E2(az e ST e= 2 (10)

where the plus sign must be taken in the case of positive v,
the minus sign must be taken in the case of negative v, and
parameter k must be obtained by minimization of the reduced
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free energy f=1/p[bF(¢,d¢/dz)dz. From Eq. (10) it fol-
lows that

J T

—¢=ﬂv/1—k§ cos ¢ F k* sin® ¢, (11)
Jz  k

where the z-axis direction is chosen for de/dz to be positive,

7=E\2|v|/K/qy is the reduced electric field, ky=ks/ 7, and

parameter s is defined as follows:

2
. 2\

st=—=—. (12)
Kqg |v]

Equation (10) can be easily resolved for ¢(z) provided that
we know k(7). Substituting Eqs. (10) and (11) into Eq. (9)
and integrating the latter with respect to coordinate z from
zero to p, one obtains (see Appendix B)

14
J F(g,d¢/dz)dz = pfy - 2mKq,
pkBT

0
K
+ 06, (k1) - Gy (k7
2k
(13)
where
277 1
Gl(ksT) EJ / B ) dQD’
0 V1I—kjcos ¢+ k”sin” ¢

21
G,(k,7) = f V(1 =k cos @ 7 K2 sin? @)de.  (14)
0

From Eq. (11) it also follows that
2 -1
de k
pEf (—) dp=—G,(k,7). (15)
0 0z 7q0

Dividing Eq. (13) by Eq. (15), one obtains for the reduced
free energy

1 1 2 (G, 2
/{ =f0+_K6]§72 —_2+_<—2——7T> . (16)
pkgT 2 kK~ kG \ k T

Minimizing f with respect to k (see Appendix C), one obtains
the following equation for determination of k:
Gy(k,7) 2w

k T (17)

The expression for the equilibrium free energy can be ob-
tained by substitution of Eq. (17) into Eq. (16):
f Kqp™
pkT 70 22

(18)

Equation (17) must be solved numerically for k at every
electric field value 7. Parameters k and ky,=ks/\'7 must be
then substituted into Eq. (11), and the latter must be resolved
for ¢(z), so that the helical structure at any electric field
value will be obtained. From the definition of parameter s
[Eq. (12)] one obtains the following correlation between
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electric field E and the new reduced electric field 7:
7= E|v|s¥\, (19)

which appears to be the only variable the solution explicitly
depends on (at a given parameter s). Since go=2/p,, where
Do is the equilibrium helical pitch at 7=0, from Egs. (11) and
(17) it also follows that

p=75G0GWp,. (20)

Parameters k and k, and dimensionless helical pitch p/p, in
the case of positive v are presented in Figs. 4(a)-4(c), re-
spectively, as functions of the reduced electric field 7. The
same dependencies in the case of negative v are presented in
Figs. 5(a)-5(c). One notes that the dependence p/py(7) is
generally similar to that in cholesterics [52,73]. At the same
time, it is interesting to investigate the detailed modification
of smectic structure in the electric field. The latter essentially
depends on the sign of parameter v and on the value of
parameter s, which effectively determines the ratio between
the effect of spontaneous polarization and the effect of in-
duced polarization at a given reduced electric field 7. Param-
eter s [see Eq. (12)] depends only on the material properties
and on the tilt angle, so this is a fixed parameter in a particu-
lar material at a particular temperature. For each value of
parameter s, the helical pitch diverges at particular reduced
electric field 7=7". One notes that at given parameter s the
evolution of the unit-cell azimuthal distribution with varia-
tion of reduced electric field 7 is the same, independent of
the phase type (Sm-C*, Sm-C, or biaxial intermediate
phase). At the same time, the correlation between real elec-
tric field £ and reduced electric field 7 is specific to a par-
ticular phase via parameters X and v. [see Eq. (19)], and
therefore the real unwinding thresholds are generally differ-
ent in various smectic phases.

B. Case 1: Coupling of induced polarizations in neighboring
smectic layers promotes positive dielectriclike effect (v
>0)

1. General scope

It was discussed in Sec. IIT A that »>0 is the most typical
case in Sm-C*, except for very small tilt angles. In the case
of positive v one must take the minus sign in Eq. (11). To
investigate the evolution of helical structure of Sm-C”* in the
electric field, one needs to find the roots of equation

K cosz(p—kécos o+ (1-k*=0, (21)

corresponding to expression under the square root in Eq.
(11). For this reason one needs to investigate the sign of
discriminant

D =kj—4k*(1 - K?). (22)

From Egs. (14) and (17) it follows that k is approximately
proportional to 7 at small values of the reduced electric field
7. Therefore, D—k*(s*~4) at 7—0. Thus, D<0 at small
electrriC field if s<y2 and D>0 at small electric field if
s>2.
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FIG. 4. Parameters (a) k and (b) k, and (c) dimensionless helical
pitch p/py as functions of reduced electric field 7 in the case of
positive v: s=0 (1), 1.0 (2), 1.3 (3), V2 (4), 1.5 (5), and 1.8 (6).

2. Case 1(a): Effect of induced polarization is already noticeable
before unwinding of the helix (0 <s <\2)

In this case discriminant (22) is negative at small electric
field, Eq. (21) has no roots with respect to cos ¢, and the
helical pitch is finite. Therefore, the helical pitch must di-
verge, when Eq. (21) begins to have at least one root with
respect to cos ¢ at cos ¢ = 1. This happens when discrimi-
nant (22) becomes equal to zero. In this case both roots of
Eq. (21) become equal to
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FIG. 5. Parameters (a) k and (b) k, and (c) dimensionless helical
pitch p/pg as functions of reduced electric field 7 in the case of
negative v: s=0.1 (1), 0.5 (2), 1.0 (3), and 1.8 (4).

cos ¢ = —— |, (23)

where “star” indicates the critical unwinding values of the
corresponding parameters, and integral G,(k,7) [see Eq.
(14)] becomes equal to
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FIG. 6. Critical unwinding reduced electric field as a function of
an effective ratio between spontaneous and induced polarization
effects in cases (1) »>0 and (2) v<<O0.

2
Gy(k",7) = f |\’

(P*
=_f (V1 =k™ = k" cos @)do
-¢*

27—
+ ( N
(P*

=Qm—-4¢ )1 - 1= k2 + 4K sin 0"
=2k"{(7m—2¢")cos ¢* +2 sin ¢*}, (24)

which, according to Eq. (17), should be equal to 27k*/ 7. On
the other hand, from zero discriminant (22) it follows that
ky?=2k*\1-k"2, which—according to definition Eq. (12)—
should be equal to k*2s?/7*. Therefore, at positive v and
0<s<\2 the critical unwinding reduced electric field is
equal to

—k* cos ¢lde

— k" cos p)do

= (25)

where angles * ¢* are the azimuthal orientations of two do-
mains of the unwound bidomain structure at 7", since cos ¢*
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is the root of Eq. (21) and, according to Eq. (11), d¢/dz=0 at
+ ¢". Combination of Egs. (24) and (25) ylelds the f0110w1ng
recurrent equation for determination of ¢* at 0 <<s<< V2

o =tan ¢" + — (1—3) (26)

It follows from Eq. (26) that orientation of the tilt planes
+¢" at divergence of the helical pitch varies between zero
and * /2 depending on the value of parameter s. One notes
from Eq. (25) that the value of critical reduced electric field
7 (as well as ¢*) depends only on the value of parameter s.
This dependence in the case 0 <s <<\ 2is presented in Fig. 6,
curve (1), left from the vertical dashed line.

Since E=7\/(s*|v|) [see Eq. (19)], then the critical un-
winding electric field at »>0 and 0<s<y?2 is equal to

N N
E=———. (27)
2v cos ¢

In the limit case s—0 (spontaneous polarization is absent)
the solution of Eq. (26) ¢*(s) tends to /2 (the induced
polarization promotes orientation of the tilt planes either
along or against the electric field direction at divergence of
the helical pitch). In this case Egs. (25) and (27) become
formally not applicable, and the critical unwinding
electric field must be obtained directly from Egs. (17) and
(24) at “=m/2, ie., 7T'=w/2, and consequently
E*=mqo K/ (2]v])/2.

In the opposite limit case s — \2 (spontaneous polariza-
tion is strong and almost suppresses the effect of induced
polarization) solution ¢*(s) tends to zero (the tilt planes are
oriented perpendicular to the electric field at divergence of
the helical pitch), 7 tends to 1 [see Eq. (25)], &2 tends to 0.5
[see Eq. (23)], and k, tends to 1 [from zero discriminant
(22)].

The view from above on the distribution of tilt planes
within one helical pitch at s=1.3, which belongs to interval
0<s<\?2, is shown by radial lines in Fig. 7 at several values
of the electric field. At zero electric field the distribution is
uniform (distances between the neighboring radial lines are
the same in every sector of the circle). When the electric field
is applied perpendicular to the helical axis, the tilt planes first
tend to collect in one semicircle with preference in the direc-

=0 - ©=0.7

=1""~0.85

=0.9

FIG. 7. View from above on
the distribution of tilt planes
within one helical pitch at »>0
and s=1.3. The local directions of

tilt planes are shown by the radial
E lines with some periodicity along
the z axis. A set of snapshots for
various reduced electric field val-

ues is presented.
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tion perpendicular to the electric field due to spontaneous
polarization, which prefers to be oriented along the electric
field. The term proportional to X\ in Eq. (9) is responsible for
this tendency. However, starting from some critical value of
the reduced electric field 7%, the maximum density of the tilt
planes splits into two symmetrical maxima. One of them
shifts clockwise, and another one shifts anticlockwise, when
the electric field farther increases, so that the bidomain struc-
ture arises, where the most of the tilt planes gain contribu-
tions either along or against the electric field direction. The
term proportional to v in Eq. (9) is responsible for this ten-
dency. Differentiating Eq. (10) with plus sign (which is in the
case of positive v) with respect to coordinate z, it is easy to
obtain that E**=\/(2v) and, thus, 7*=s%/2 [see Eq. (19)].
Below this value the maximum density of the tilt planes
corresponds to ¢=0 and minimum corresponds to ¢=,
while above 7 the two minima correspond to ¢=0
and ¢=m, and the two maxima correspond to
= *arccos{\/(2vE)}= * arccos{s?/ (27)}. Before the heli-
cal pitch diverges at 7", the tilt planes gain more and more
contribution either along or against the electric field due to
coupling of the induced polarizations in the neighboring lay-
ers [12]. From Eq. (25) it follows that 7*> 7* if 0 <s<y2.
In other words, the helical bidomain structure arises first, and
the helical pitch always diverges at larger values of electric
field.

3. Case 1(b): Effect of induced polarization is only noticeable
after unwinding of the helix (s> 2)

In this case discriminant (22) is always positive, and Eq.
(21) has always two roots with respect to cos ¢. However,
one can check that at small values of electric field 7 both
roots are larger than 1. Therefore, the helical pitch must di-
verge, when the smaller root of Eq. (21) becomes equal to 1.
Therefore, in the case v>0 and s> \5 the tilt planes at he-
lical pitch divergence become perpendicular to the electric
field direction (¢*=0), and the unwound structure at diver-
gence point is monodomain. It is easy to check that solution
cos ¢*=1 in the case s # 0 corresponds to ky=1. In this case
integral G,(k,7) [see Eq. (14)] becomes equal to

21
G,(k*,7") = f V(1 =cos @)(1 —k*2 = k*? cos @)de
0

1 ’,—
= E[g —arcsin(1 — 4k™2) | + 272 — 4k*2,

(28)

which, according to Eq. (17), should be equal to 27k*/ 7. On
the other hand, from k(”;:l it follows that, according to defi-
nition (12), the critical unwinding reduced electric field is
equal to

7= ks (29)

One obtains from Egs. (28) and (29) the following recurrent
equation for determination of k*:
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* 1 . ™ * [ *
k"= —=sin| = — k"2 —4k™|. (30)
V2 s

At s—\2 (on approach from the right), the solution of Eq.
(30) k*? tends to 0.5, and 7 therefore tends to 1 [see Eq.
(29)], so that the solution coincides with that on approaching
from the left, considered in Sec. III B 2, and dgpendencies
7'(s) and k*(s) appear to be continuous at s=v2. The con-
tinuation of dependence of the critical reduced electric field
7" on parameter s in the case s= V2 is presented in Fig. 6,
curve (1), right from the vertical dashed line.

Since E=7\/(s*|v|) [see Eq. (19)], then the critical elec-
tric field at »>0 and s=12 is equal to

DY
E =

, (31)

lv

where k™ is the root of Eq. (30). By analogy to case 1(a)
considered in Sec. III B 2, let us introduce another critical
electric field value E**=\/(2v), at which the tilt planes gain
some contribution either along or against the electric field.
From the solution of Eq. (30) it follows that k**=0.5 in the
case v>0 and s=+2, and thug from Eq. (31), E*=E*, just
opposite to the case 0<<s<<y2. In other words, the helical
pitch diverges first, and the bidomain structure can only arise
at larger values of the electric field. This process will be
considered separately in Sec. III B 4.

The view from above on the distribution of tilt planes
within one helical pitch at s=1.5, which belongs to interval
5> V’E, is shown by radial lines in Fig. 8, first row, at several
values of the electric field. One notes that the tilt planes tend
to collect in one semicircle with preference in the direction,
perpendicular to the electric field due to spontaneous polar-
ization, while the induced polarization has no any noticeable
effect until 7**=s2/2, and thus the tilt plane of the unwound
structure stays perpendicular to the electric field within the
interval 7 <7=7".

4. Bidomain smectic structures after unwinding: Solitary waves

In the previous two sections we considered separately a
modification of the helical smectic structure in two cases:
0<s5<\2 and s=12. In the case 0<s<\2 the bidomain
helical structure takes place with two most probable azi-
muthal orientations ¢ # 0 of the tilt planes. The question
arises of how these two domains coexist after the helical
pitch divergence. In the case s= V2 the helical structure is
always monodomain (there is only one most probable azi-
muthal orientation ¢=0); but, nevertheless, at larger values
of the electric field (at 7> 7"), still the two possibilities of
the azimuthal orientation arise, and the question is the same:
how do these two possibilities coexist?

It was discussed in Sec. IIIB2 that in the case
0 <5< 2 the helical pitch diverges when discriminant (22)
becomes equal to zero (being initially negative). In contrast,
in Sec. III B 3 it was discussed that in the case s=2 dis-
criminant (22) is initially positive, but both roots of Eq. (21)
with respect to cos ¢ are initially larger than 1, and thus the
helical pitch diverges when the lower root becomes equal to
1.
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FIG. 8. View from above on
the distribution of tilt planes
within one helical pitch at »>0
and s=1.5. The local directions of
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In both cases 0<s<\2 and s=12 Eq. (17) [that was
used for determination of parameter k(7) in the helical state]
has no solutions at 7> 7* (i.e., at the electric field exceeding
the critical unwinding value) anymore, and the minimum
free energy (16) with respect to parameter k simply corre-
sponds to the edge of the definition range of real parameter k.
In the case 0 <s<<y2 this edge is a prolongation of the criti-
cal cgnstraint at the unwinding point, i.e., D=0. In the case
s=12 a prolongation of the critical constraint is k,=1 pro-
moting the lower root of Eq. (21) with respect to cos ¢ to be
equal to 1. Equation (11) in this case has only one solution,
@=const=0. However, at 7*=s2/2 both roots of Eq. (21)
with respect to cos ¢ become equal to each other, and start-
ing from 7 the edge of the definition range of real param-
eter kK becomes D=0, similarly to the case 0 <s< \2. Thus,
the question of coexistence of two domains after the unwind-
ing (which is actual at the reduced electric field larger than
both 7 and 7, independent of their relative values) can be
generalized for both cases 0 <s<< \E and s= V’E.

The constraint D=0 yields k3=2k\x’m [see Eq. (22)],
which—on the other hand—should be equal to k%s%/ 7, and
therefore one obtains the following dependence at
7> max{7", 7"}

2T

k(T):?frz'

(32)
Vst +4

In this case Eq. (11) can be rewritten (taking into account the
constraint D=0) as follows:

9 —
C8 T\ TZR ~ k cos g (33)
Jz  k

One notes that two trivial solutions of Eq. (33) correspond-
ing to the minimum free energy (stable equilibrium) are
* ¢y, Where <pOEarccosxf'l—k2/k. However, the coexistence
of two domains is described by a different (nontrivial) solu-
tion of Eq. (33) corresponding to the maximum free energy
(nonstable equilibrium):

w1| 1 :
o= *2 arctan{ tan%tanh{z—qo(z —z;)sin <p0] } ,
T

(34)

where z; is the limited number of points along the smectic
layer normal, where the domain walls [53,74,75] are located,
the plus sign must be taken at 27— @y < @ <2mn+ ¢, the
minus sign must be taken at 27+ @y < e <2m(n+1)—¢,,
and n is an arbitrary integer number. Solution (34) formally
corresponds to a conjugation of two opposite infinite do-
mains. However, really the length of each domain is deter-
mined by prehistory of their creation at bifurcation point
(r=7"at 0<s< \E or =7" at s=2).

A possible (helical) conjugation is presented in Fig. 9.
This type of conjugation will most likely take place in the
case 0<s<< \E, when two finite domains already exist within
the deformed helical structure, and will most likely continue
to exist in a helixlike form after divergence of the helical
pitch, coinciding with bifurcation point at 0 <s<\2.

Another (oscillating) type of conjugation (see Fig. 10) can
take place in the case s =2, when the helical pitch diverges

—

2n

¢ (radians)
o

i+1

FIG. 9. An example of helical conjugation of domains according
to Bq. (34) in case v>0, 0<s<\2, and 7> 7> 7" 5s=1.3 (the
same as in Fig. 7) and 7=1.5. Here, z; are some conjugation points.
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FIG. 10. An example of oscillating conjugation of domains ac-
cording to Eq. (34) in case »>0, s>12, and 7> 7*>7* s=1.5
(the same as in Fig. 8) and 7=1.15 (1), 1.2 (2), and 1.5 (3). Here, z;
are some conjugation points.

within the monodomain helical structure long before the bi-
furcation point, so that bifurcation arises in a single domain
with ¢=0. This conjugation can be obtained if one general-
izes Eq. (33) for the case of symmetrical negative derivative
that was ignored in the original Eq. (11), because it did not
match the minimum free energy.

The corresponding smectic structure evolution in the elec-
tric field exceeding 7*=s%/2 (the view from above on the
distribution of tilt planes within one solitary wave at s=1.5)
is shown by radial lines in Fig. 8, second row. Starting from
7" the maximum density of the tilt planes splits into two
symmetrical maxima. One of them shifts clockwise (and
tends to 7/2 at 7— ), while another one shifts anticlock-
wise (and tends to —m/2 at 7— ).

C. Case 2: Coupling of induced polarizations in neighboring
smectic layers promotes negative dielectriclike effect
(r<0)

It was discussed in Sec. III A that v<<O is typical for
Sm-C}, and for biaxial intermediate phases. In the case of
negative v one must take the plus sign in Eq. (11). To inves-
tigate the evolution of helical structure of these phases in the
electric field, one needs to find the roots of equation

—k? cos®> p— kg cos @+ (1 +4k%) =0, (35)

corresponding to expression under the square root in Eq.
(11). Dissimilar to the case considered in Sec. III B, the dis-
criminant

D = kg +4k>(1 + k%) (36)

is always positive, and Eq. (35) has always two roots with
respect to cos ¢. However, one can check that at small values
of the electric field 7 both roots are larger than 1. Therefore,
the helical pitch must diverge, when the smaller root of Eq.
(35) becomes equal to 1. Therefore, at negative v the un-
wound structure of Sm-C* is monodomain with ¢*=0 (the
tilt plane is perpendicular to the electric field direction). It is

PHYSICAL REVIEW E 82, 031710 (2010)

easy to check that solution cos ¢“=1 in the case s # 0 corre-
sponds to ko=1. In this case integral G,(k,7) [see Eq. (14)]
becomes equal to

21
G,(k*,7) = J V(1 =cos @) (1 + k"% + k™2 cos @)dp
0

1 —_—
= Eln[l + 4K 4 2652(1 + 2K ]

+2V2(1 + 2k2), (37)

which, according to Eq. (17), should be equal to 2wk*/ 7.
Similarly to the case considered in Sec. III B 3, from k;:l it
follows that, according to definition (12), the critical unwind-
ing reduced electric field is determined by Eq. (29). Intro-
ducing a new parameter x=ky2(1+2k?), one obtains from
Egs. (37) and (29) the following recurrent equation for de-
termination of x™:

1 S
K= Jinf2x T+ 47, (38)
)

At s—0 solution x*(s) tends to infinity, while at s—oo it
tends to zero. From x one can easily change to k according to
definition of x:

k= {1+ )2 -2, (39)

and then one obtains 7 from Eq. (29). The corresponding
dependence of the critical reduced electric field 7 on param-
eter s is presented in Fig. 6, curve (2). From Eq. (19) it
follows that the critical electric field E* at »<<0 and s #0 is
determined by Eq. (31) obtained in Sec. III B 3 for the case
v>0 and s>2, where k*, however, is determined by Eq.
(39), where x™ is the solution of Eq. (38).

In particular, the view from above on the distribution of
unit-cell azimuthal orientations within one helical pitch in
Sm-C(1/3) (intermediate biaxial phase with the three-layer
unit cell, which is also called FII in the literature) is pre-
sented in Fig. 11 for several values of reduced electric field
7. The radial lines show the average tilt direction per unit
cell. At zero electric field the distribution is uniform (the unit
cells rotate uniformly). When the electric field is applied
perpendicular to the helix axis, the tilt planes tend to collect
perpendicular to the electric field. In the same manner, as in
Sm-C* at s> 12, the unit cells in Sm-C),(1/3) exhibit a dis-
tortion in the electric field in a polar way, because the aver-
age spontaneous polarization is not equal to zero.

In Sm-C), and in Sm-C,(1/2) (intermediate biaxial phase
with the four-layer unit cell, which is also called FI2 in the
literature) the average spontaneous polarization per unit cell
is equal to zero, and therefore s=0. In this case Eq. (11) for
determination of ¢(z) can be rewritten as

90 _ ™ [ il o, (40)
dz  k
where parameter k must be obtained from Eq. (17). One also
notes that integrals G, and G, [see Eq. (14)] in the case
ko=0 (following from A=0) become independent of electric
field 7
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=035

=T'0356

FIG. 11. View from above on the distribution of local three-layer unit cells in Sm—CZ(l/’j) within one helical pitch (»<<0 and s=1.8).
Each radial line represents the average orientation of the tilt planes within particular three-layer unit cell. These orientations are shown with
some periodicity along the z axis. A set of snapshots for various reduced electric field values is presented.

21
1
G (k)Ef ——do,
! o V1+£k*sin® ¢ e
2
G,(k) = f V1 + &% sin® ode. (41)
0

Solution ¢(z) following from Eq. (40) describes the distribu-
tion of unit-cell azimuthal orientation along the smectic layer
normal z at a given value of the electric field E. At s=0 Egs.
(29) and (31) become formally not applicable, because Eq.
(35) at ky=0 has two roots cos ¢*=*\1+1/k? and one of
them becomes equal to 1 only at k*—ce. In this case integral
G,(k, 7) tends to

2
G,(k*,7) — k*f V1 —cos? pde = 4k*, (42)

0

which, according to Eq. (17), should be equal to 2k™/ 7.
From here one concludes that 7*=m/2, and consequently
E*=7qoVK/(2|v])/2. These results coincide with the limits
of Egs. (29) and (31) at s—0. One notes that the critical
unwinding electric field in the case s=0 does not depend on
the sign of parameter v, i.e., it is exactly the same as was
obtained in Sec. III B 2. This result can be understood al-
ready from free energy (9) at A=0 (that follows from s=0).
Indeed, if A=0, then one can change over from ¢ to
m/2—¢ and simultaneously from v to —v, and two cases

considered here and in Sec. III B become formally nondis-
tinguishable [see Fig. 6]. One can also see from Fig. 6 that
solutions at ¥<<0 and v>0 tend to each other at s — (i.e.,
when |v|—0).

The view from above on the distribution of unit-cell azi-
muthal orientation within one helical pitch in Sm-C}; and in
Sm-Cj(1/2) is presented in Flg 12 for several values of
reduced electric field 7=E\2[1|/K/qq,. At zero electric field
the distribution is uniform (the unit cells rotate uniformly).
When the electric field is applied perpendicular to the helix
axis, the tilt planes always tend to collect perpendicular to
the electric field due to coupling of the induced polarizations
in neighboring layers. Dissimilar to that in Sm-C* and in
Sm-C;(1/3), the unit cells in Sm-C; and in Sm-Cj(1/2)
exhibit a distortion in the electric field in a nonpolar way.

One notes that for any value of s at ¥<<0 the monodomain
helical structure is unwound at E*, and the monodomain flat
structure with the tilt plane perpendicular to the electric field
arises. In contrast to the case »>0 considered in Sec. 111 B,
both helical and unwound bidomain structures are not pos-
sible at v¥<<O0.

IV. PHASE SEQUENCES IN TILTED SMECTIC
MATERIALS AND ELECTRIC FIELD-TEMPERATURE
PHASE DIAGRAM

The general expression for the free energy F of an arbi-
trary tilted smectic phase per smectic layer including both
polarization-dependent part discussed in Sec. II and
polarization-independent part discussed in [11] can be writ-
ten in the following way:

=0 . =13

=15

w2

FIG. 12. View from above on the distribution of local unit cells in Sm-CZ and in Sm-C:(l /2) within one helical pitch
(v<0 and s=0). Each radial line represents the average orientation of the tilt planes within particular two- or four-layer unit cell. These
orientations are shown with some periodicity along the z axis. A set of snapshots for various reduced electric field values is presented.
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i=0

-1
- 2 (é’|j—i\ - ‘sij)Mi'Mj’ (43)
i,j=0

where F((6) is the free energy related to the interaction of
molecules within their smectic layers only. The first three
terms in Eq. (43) represent the polarization-independent in-
teractions between molecules located in the neighboring
smectic layer [where terms proportional to coefficients v,
and v describe nonchiral dispersion interactions, the term
proportional to vs describes chiral dispersion interaction,
terms proportional to g% represent the dipole-dipole interac-
tion treated in the second virial expansion, and the term pro-
portional to c]% represents the dipole-quadrupole interaction
treated in the second virial expansion (in the latter two kinds
of terms only transverse molecular dipoles participate)],
while the fourth term is the effective long-range interaction
arising due to coupling of polarizations in the neighboring
smectic layers. For simplicity the electrostatic interactions
arising due to longitudinal molecular dipoles, as well as
quadrupole-quadrupole and higher multipole interactions be-
tween molecules located in the neighboring smectic layers,
are included into terms proportional to v; and v3, which are
known as quadrupolar and dipolar terms, respectively, hav-
ing mostly dispersion origin.

The physical (or geometrical) meaning of the first tree
terms in Eq. (43) can easily be understood if one rewrites
them in terms of tilt angle 6 (which is assumed to be the
same in every smectic layer) and azimuthal rotation A of
the director from layer to layer:

F ~ b sin* fcos® Ap + ia sin?(26)cos Ag
+ ¢ sin® @ sin Ag(1 + cos Ag), (44)
where

a= (3v,+v;) +4g>+ SCJ%,

bE%vl—g%+4cJ%, ¢ =vs. (45)

Most often parameters v, and 3v;+v5; having mostly disper-
sion origin are negative, which promotes the formation of the
synclinic phase Sm-C* [minimum of Eq. (44) is close to
A@=0 if helicity ¢ is small]. At the same time, parameters g%
and cj%, describing, respectively, the dipole-dipole and the
dipole-quadrupole electrostatic interactions in neighboring
layers, are positive, which promotes anticlinic smectic phase
Sm-C}; [minimum of Eq. (44) is close to Ag=1r]. Thus, a
competition between the dispersion and the electrostatic
forces can form one of these two phases depending of the
molecular structure and generate the phase transition be-
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tween them with variation of temperature. It was shown in
[11] that parameter g7~ u*/cos® 6, i.e., it increases with the
increasing tilt angle (in other words, with the decreasing
temperature). Alternatively, if the transverse molecular di-
pole moment u is large or coefficient 3v,+v3 is positive,
then the direct transition from Sm-C); to Sm-A* can happen.

Polarization effects [the last term in Eq. (43)] promote the
frustration between Sm-C, and Sm-C*, which was proposed
by Isozaki et al. [8,9], leading to the formation of biaxial
intermediate phases. Expanding all terms in free energy (43)
in Taylor series with respect to small helical rotation angle of
the whole unit cell of particular phase per smectic layer up to
the square term and replacing it with hd¢/dz, one obtains
Eq. (9) for the local free energy, where parameters f, K, g,
A, and v are expressed in terms of parameters independent of
the phase type and of the electric field in the following way:

t=1

t 1
-f+ =2 {Sinz 9[b cos’ Piir1 T 5C2 Sin@‘Pi,m)]
sin® 0 5, 2

2 .
+cos” fla cos @; i1 +a; oS @i+ sin ‘Pi,i+l]}

-1
-> {[(clz, + 2c}2c) Wy — cjzc(a)‘,‘(_2 + w),,)]cos ®;j
1,j=0
- ZCfc,,(wllL_l — ), )sin @+ (c,z) + 2cj%)t
-1

-1
. 1
- 2cf2 (cpcos @ jn+2c, sin @) = EmZE wll‘c’
i=0 k=0

-1

Kt
=- 2 {2 sin’ ob COS(2(Pi,i+1) +C Sin(2¢i,i+1)]
i=0

h? sin® 6

+cos® O[a cos @; 1 +4a; cos @;
-1
. I
+ ¢y sin (pi,m]} - 2Cf2 {Zcf(w‘k—Z
i,j=0

Il I I .
+ Wp,2)C0S @+ (@ — Wiy )sin @y}

-1

+ 4Cf2 (2¢f €08 @; 142 + €, SIN @ 111)s
i=0

t-1

) - E {sin2 o-b Sin(z(Pi,Hl) +C COS(2<P,',5+1)]
h sin” 6 i=0

+cos® f[—asin ¢, - 2a; sin @4,
-1

+¢;¢08 @1 I +2¢, 2 {e ), — wh,p)sin @
=0

-1
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1
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1635

where index k=|j—i|; angles qo? describe the azimuthal ori-
entation of tilts within the Ising-like prototype of the unit cell
of the phase, i.e., may be equal to zero or 7 only; angles ¢;;
are the azimuthal differences between the tilt directions in
layers j and i including 3D distortion from Ising-like proto-
type, but excluding helical rotation; and angles go?j are the
differences between their Ising-like prototypes.

In the manner described in Sec. III one can estimate the
evolution of any tilted smectic phase in the electric field. If,
in addition, one compares the free energies of various phases
[determined by Eq. (18) in the deformed helical phases or
directly by Eq. (9) with d¢/dz=0 in the unwound phases],
one can obtain the general electric field—temperature phase
diagram.

Our theoretical electric field—temperature phase diagram
is presented in Fig. 13(a) for some typical set of molecular
parameters, for which the largest number of intermediate
phases is observed [12]. Black thin lines correspond to the
transition borders between phases with different g;’s. The
solid red thick line detaches various helical smectic phases
from unwound ones. Our investigation indicates that the he-
lix unwinding in Sm-C} and in biaxial intermediate phases
appears to be the second-order phase transition (similarly to
that in Sm-C*). The dotted blue thick line detaches various
monodomain phases from bidomain smectic phase. The tran-
sition from unwound Sm-C} or from biaxial intermediate
phases to the unwound bidomain smectic phase appears to be
the first-order phase transition in the framework of our
theory, while the analogous transition from monodomain
Sm-C”* to bidomain smectic phase appears to be of the sec-
ond order.

The experimental electric field—temperature phase dia-
gram [76] obtained for a 4.75-um-thick MHPBC sample
with planar orientation of smectic layers is presented in Fig.
13(b). Red circles correspond to two sharp static dielectric
susceptibility maximums that visualize the two thresholds in
the major biaxial intermediate phases Sm-C;(¢;=1/3) and
Sm-C}(q7=1/2), while in Sm-C}; and in some biaxial inter-
mediate phases, which are very close to Sm-C}, only the
upper threshold is visualized, because the lower one (corre-
sponding to the unwinding process) does not change the total
polarization of the sample in Sm-C);. In Sm-C*, on the con-
trary, only the lower threshold corresponds to sharp maxi-
mum of the dielectric susceptibility. Blue triangles in Fig.

13(b) correspond to observation of the birefringence color
change from blue to green at application of the high-
frequency (3 kHz) electric field with amplitude E. The step-
wise birefringence color change from blue to green happens
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FIG. 13. (Color online) (a) Theoretical and (b) experimental
phase diagrams. In (a) T=(T-T%)/T*, T* is the temperature of the
phase transition into Sm-A”, thin lines correspond to the transitions
between phases with different g;’s, solid red thick line detaches
various helical phases from unwound ones, and dotted blue thick
line detaches various monodomain phases from bidomain one. In
(b), obtained for 4.75-um-thick MHPBC sample with planar orien-
tation of smectic layers [76], red circles correspond to two static
dielectric susceptibility peaks, and blue triangles correspond to ob-
servation of the dynamic (3 kHz) birefringence color change from
blue to green.

in every phase in the diagram (including Sm-C*) at the am-
plitudes of the electric field, which are very close to the
upper static threshold. Both experimental methods reproduce
the theoretical prediction with good accuracy. It is worth to
mention that there are different experimental data [36,77]
demonstrating even better coincidence with Fig. 13(a) than is
presented in Fig. 13(b).

In Sm-C* we have found a possibility of existence of two
temperature ranges. In the higher-temperature range of
Sm-C* the order of two thresholds is the same as in Sm-C);
and in biaxial intermediate phases: the helical pitch diverges
within the monodomain structure, and the two domains arise
at some larger threshold value of the electric field. At the
same time, in the lower-temperature range of Sm-C* we
found a possibility for the two thresholds to overlap: the
unwinding threshold became the higher one, while the tilt
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FIG. 14. Temperature dependence of parameter s, where T
=(T-T%)/T", T" is the temperature of the phase transition into
Sm-A*. The phase transition borders are given at E=0. Parameters
Uy, U3, Us, &1s Cps Cfs and the components of tensors @; were calcu-
lated in the framework of molecular-statistical approach [12].

plane reorientation transformed into bidomain distortion of
the helix (shown in Fig. 7) and, consequently, became the
lower threshold. It was shown in Sec. III B that the point of
intersection of two thresholds in the phase diagram corre-
sponds to s=v2. Generally, the temperature dependence of
parameter s in various phases is presented in Fig. 14, where
the phase transition borders are given as in the corresponding
diagram [Fig. 13(a)] at E=0. The typical values of parameter
s from Fig. 14 were used in Sec. III for determination of
evolution of Sm-C*, Sm-Cj;, and biaxial intermediate phases
in the electric field.

In [35,64] it was reported about the existence of some
wide-temperature ferrielectric liquid crystal (FiLC) phase in
material 120F1M?7 in the temperature range between con-
ventional intermediate phase and Sm-C*. The authors of
those publications registered the existence of two thresholds
within the temperature range of the FiILC phase. However,
without electric field FILC behaved as conventional Sm-C*,
and moreover the temperature range of FiLC was too large in
comparison with that of conventional ferrielectric phases.
Here, we have an indication that FILC may be the lower-
temperature part of Sm-C*, where s <2, and where the bi-
domain helical structure should arise in the presence of elec-
tric field. Since in the unwound Sm-C* polarization and
birefringence continue to increase (sometimes strongly), we
also have an experimental indication that two thresholds
shoul_d exist in the conventional case of Sm-C* (i.e., when
s>1+2) as well, but the helix unwinding (which is the lower
threshold in this case) is often considered as the final step of
evolution of the structure, and in many materials we have no
experimental data for ferroelectric phase at larger values of
the electric field, although the same publications give con-
siderable contribution into our knowledge about antiferro-
electric and intermediate phases and their behavior at high
voltages.

V. CONCLUSIONS

In the present paper an evolution of ferroelectric, antifer-
roelectric, and ferrielectric smectic phases in the electric field

PHYSICAL REVIEW E 82, 031710 (2010)

is investigated. From molecular-statistical approach derived
in [12] we conclude that consideration of direct influence of
the electric field on the spontaneous polarization (piezoelec-
tric effect) is not sufficient to describe this evolution, because
the magnitude of the local polarization (per smectic layer)
essentially depends on the electric field, and this dependence
produces dielectriclike effect, when a contribution in the free
energy proportional to the second power of the electric field
arises due to anisotropy of coupling between induced polar-
izations in the neighboring smectic layers. This contribution,
however, does not have any relation to the conventional di-
electric effect, because it is not due to induction of the dipole
moments, but is due to coupling of the same permanent di-
pole moments, which participate in spontaneous polarization
in the absence of electric field. Permanent molecular trans-
verse dipole moments exhibit essential reorganization in the
presence of electric field, which is not normally taken into
account in the phenomenological approaches.

We considered the helix distortion and unwinding in
Sm-C*, Sm-Cj;, and biaxial intermediate phases. We obtained
analytically the equations for determination of the unwinding
electric field values for any of these phases taking into ac-
count both spontaneous and induced polarizations. We came
to a conclusion that evolution of the helix in the electric field
is described by the same analytical equations regardless of
parameter g7 determining the fraction of synclinic orderings
in a particular smectic phase. This evolution appeared to de-
pend on the only quantitative parameter s [see Eq. (12)],
which is a unique combination of the effective piezoelectric-
ity of material \, anisotropy of coupling of induced polariza-
tions v, elasticity constant K, and equilibrium helical wave
number ¢g,. Parameter s effectively determines the ratio be-
tween the effect of spontaneous polarization and the effect of
induced polarization at a given reduced electric field 7 [see
Eq. (19)]. In particular, it determines this ratio at the unwind-
ing reduced electric field 7. Therefore, in addition, it effec-
tively determines the separation between the two thresholds
in the E-T diagram: 7° and 7 (the latter is the critical
electric field value at which the molecular tilt planes gain
some contribution along or against the electric field direction
due to the induced polarization effect).

The two different scenarios of the evolution of smectic
structure in the electric field are possible depending on the
sign of parameter v. If parameter v is positive (coupling of
induced polarizations favors the molecular tilt planes orien-
tation either along or against the electric field direction), the
unwinding electric field is generally extended due to a com-
petition between piezoelectric effect (which promotes per-
pendicular to the electric field orientation of the tilt planes)
and dielectriclike effect (which promotes parallel to the elec-
tric field orientation of the tilt planes). This competition leads
to a frustration between longitudinal and transverse orienta-
tions of the tilt planes in the electric field. At small values of
the electric field (when the induced polarization is small) the
tilt planes tend to be perpendicular to the electric field. When
the electric field increases, there are two possibilities in the
case v>0. If s<\?2, the effect of spontaneous polarization
becomes smaller than the effect of induced polarization be-
fore divergence of the helical pitch. In this case the bidomain
helical structure with finite periodicity arises starting from
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some critical value of electric field E** (see Fig. 7), which is
smaller than unwinding electric field E*. If s =2, the effect
of spontaneous polarization becomes smaller than the effect
of induced polarization only after divergence of the helical
pitch. In this case the bidomain structure with infinite domain
length arises starting from some critical value of electric field
E** (see Fig. 8), which is larger than unwinding electric field
E*. In particular, from Eq. (12) it follows that separation
between E* and E™ increases with the increasing equilibrium
helical wave number g, and twist elasticity constant K. This
happens because the unwinding process depends on reduced
electric field 7, which is inversely proportional to gyVK,
while reorientation of the tilt planes depends on real electric
field E. Here, we should note that the existence of the helical
bidomain structure requires positive £*~E™, which becomes
possible only at s<<y2. Thus, one of the possible ways to
create the wide-range helical bidomain structure in the pres-
ence of electric field is to use the short-pitch smectic material
with a large elasticity constant.

If parameter v is negative, the unwinding electric field is
generally diminished, because both spontaneous and induced
polarizations favor the same tendency: the molecular tilt
planes prefer to be oriented perpendicular to the electric
field. No bidomain structures are possible in this case.

Among various tilted smectic phases, only Sm-C* demon-
strates positive dielectriclike effect from induced polariza-
tions (v>0). This effect is explained by unfavorable side-
by-side ferroelectric coupling between parallel to the
smectic layer plane projections of the induced polarizations
in neighboring layers and also by favorable ferroelectric
head-and-tail coupling between normal to the smectic layer
plane projections of the same polarizations. The balance be-
tween these two couplings is shifted to the favorable one,
when the tilt planes are oriented either along or against the
electric field, because normal to the smectic layer projections
of induced polarizations become larger in this case.

On the contrary, in Sm—CZ the normal to the smectic layer
projection of induced polarization demonstrates antiferro-
electric ordering; therefore, the tendency becomes opposite,
and the dielectriclike effect from induced polarizations be-
comes negative (¥<<0). We have also shown that all the bi-
axial intermediate phases also demonstrate negative dielec-
triclike effect (v<<0).

The evolution of Sm-C* generally exhibits the two thresh-
olds (both appear to be of the second-order phase transitions
according to our theory). One of them (E¥) corresponds to
the helix unwinding, when the helical pitch diverges. An-
other one (E™) corresponds to a transition from mon-
odomain structure to bidomain one, when the tilt planes gain
some contribution either along or against the electric field.
We have shown that E** can indeed be smaller than E* in the
lower-temperature range of existence of Sm-C*, while in the
higher-temperature range E** is typically larger than E*. Co-
incidentally, this separation of temperature ranges corre-
sponds to the experimental separation for ‘“conventional”
higher-temperature Sm-C* phase and so-called lower-
temperature FiLC phase [64]. Both “phases” demonstrate the
same behavior without electric field, while in the presence of
electric field the lower-temperature FiLC phase was reported
to demonstrate some properties, similar to ferrielectric
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phases, in particular, two-threshold behavior of the helical
structure. On the other hand, the temperature range of exis-
tence of FiLC was too large in comparison with typical in-
termediate phases, and—in addition—without electric field
no phase transition between FiLC and Sm-C* was observed.
Here, we make a supposition that FiLC is indeed the same
Sm-C* where, however, the constraint s < \J’E is fulfilled, so
that the bidomain helical structure is supposed to arise in the
electric field.

The evolution of Sm-C and the evolution of the interme-
diate biaxial phases in the electric field also exhibit the two
thresholds. The helical pitch within particular phase diverges
at the first (lower) threshold, which appears to be the second-
order phase transition according to our theory. The second
(higher) threshold appears to be the first-order phase transi-
tion from particular unwound phase into the bidomain smec-
tic structure.

The origin of the second threshold in any tilted smectic
phase is the same: positive anisotropy of coupling of induced
polarizations in Sm-C*. It was understood here. In particular,
it was interesting to confirm experimental fact that the sec-
ond threshold exists even in Sm-C*, where at the first glance
nothing must happen when the helix is already unwound. It
was also interesting to confirm that the second threshold cuts
off all the other phases (with ¢g;<<1) in the diagram, so that
every phase exhibits a direct electric-field-induced transition
into the bidomain smectic phase without passing through a
sequence of neighboring subphases. It was also interesting
that the higher threshold is cap shaped in the lower-
temperature range, so that re-entrant Sm-C* may arise when
the temperature decreases. This behavior does not purely cor-
respond to our experimental diagram in Fig. 13(b). At the
same time, there are different experimental data [78] reflect-
ing this type of behavior. None of these experimental facts
was explained previously.

Below, between and above the two thresholds the electric
field does not change gy (i.e., the number of synclinic and
anticlinic orderings), except some peculiar points in the dia-
gram, which are very close to the temperature phase transi-
tion borders, so that the phase transition borders are almost
parallel to the “electric field” axis in the E—T diagram. The
birefringence measured in LC samples with planar orienta-
tion of smectic layers is almost the same between the two
thresholds in every phase, which means that the structure is
(almost) flat and the tilt plane is perpendicular to the electric
field direction in every unwound phase. The presence of the
two thresholds (demonstrating the sharpest changes in bire-
fringence at lowest values of the electric field in the biaxial
intermediate phases) outlines the importance of investigation
of complex smectic phases from technological point of view.
At the same time, molecular-statistical approach to the de-
scription of entire set of tilted smectic phases essentially
used in the present study paves the systematic way to inves-
tigation of new perspectives in smectic materials.
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APPENDIX A: VARIATION OF THE FREE-ENERGY
FUNCTIONAL

Let wus variate the free-energy functional F
= [PF(¢,¢')dz, where ¢=¢(z) is the azimuthal distribution
of molecular tilt planes along the z axis, which is perpendicu-
lar to the smectic layer planes, and ¢'=¢'(z)=d¢/dz. This
variation can be written in the following form:

OF = J{—5<p+—5<p }dz=0. (A1)

The integral over the second term in Eq. (A1) can be written
as follows:

oF P d|( oF
—6<p dz=—6¢l}— | So—|—|dz. (A2)
0 99’ de o dz\de

Since functional F is periodical with period p, the first term
in Eq. (A2) is equal to zero. Then substituting Eq. (A2) into
Eq. (A1), one obtains

PIoF d
5f=f(){&¢ dz(ﬁ’tp )}5(pdz 0. (A3)

Since Eq. (A3) is valid for any variation 8¢, then the expres-
sions in figure brackets in Eq. (A3) must be separately equal
to zero. This yields the equation of state
d(JF\ JF
(A4)
dz ae')  dg’
Now let us consider the local free energy F' as a function of

coordinate z. Then one obtains for the total derivative of F
with respect to z

dFF J0Fd ﬁF d
£, de’ (A5)
dz do dz de' dz
Substituting Eq. (A4) into Eq. (A5), one obtains
dF d|( oF do' oF d (9F
) ez) w
dz dz do’ dz d¢' dz
from where it follows that
d 07F
—F (=0, (A7)
dz

and, thus,
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¢'— — F=const. (A8)
¢

Let us write the local free energy F in the following phenom-
enological form:

F=fole) +fi(@¢" +fr(0)e', (A9)
where f;(¢) are some functions of azimuthal angle ¢. Then
from Eq. (A8) it follows that

(A10)

(@) @"% = fo(@) = const.

In particular, for the free energy (9) one obtains equation of
state (10) (see Sec. III A), where 1/k2 is some constant with
respect to coordinate z, which, however may depend on the
dimensionless electric field E.

APPENDIX B: INTEGRATION OF SOLUTION FOR THE
LOCAL FREE ENERGY OVER A PERIOD

Substituting Eq. (10) into Eq. (9) and collecting the cor-
responding terms, one obtains

A K a¢>2 1
~ fo— Kqy— +|V|E? — -5
Jo=Kgo 9z M { |V|E2< 9z k?

(B1)

F
pkBT

Integrating local free energy F(¢,de/dz) over period p with
respect to coordinate z and selecting positive variation of ¢
along positive direction z, one obtains

]J'
pkB 0

27TKqO

K (7 1 <a<p>
Za do.
{|V|E2 o a2t r) ) ¢

(B2)

=pfo—

+ |V|E2

Substituting d¢/dz from Eq. (11) into Eq. (B2), one obtains
Eq. (13).

APPENDIX C: MINIMIZATION OF REDUCED FREE
ENERGY f WITH RESPECT TO PARAMETER k(E)

Minimization of reduced free energy (16) yields
;d_f_;Li(@) LG 2 i(L)
2p|V|E?kyTdk K kG, dk\ k k 7 )dk\kG,

=0. (C1)

Taking into account definitions of integrals G; and G, [Egq.
(14)], one obtains for derivatives in the second and third
terms in Eq. (Cl1)
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d G2> G,
—====, C2
dk( k K2 (€2)

d{ 1 1 (" 1
i =T 22 2 — 5 2 ande
dk\ kG, k°GyiJy (1 —kjcos ¢ + k™ sin"¢)

(C3)

Substituting Eq. (C2) into Eq. (C1) and collecting the corre-
sponding terms, one obtains
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1 df |G, 2m|d| 1
— =1 - (<=0 (C4
2p|v|E*kgT dk k T ) dk\ kG,

From Eq. (C3) it follows that the derivative in the right-hand
side of Eq. (C4) is never equal to zero in the range of k,
where integral G, is finite, and thus the expression in figure
brackets in the right-hand side of Eq. (C4) should be sepa-
rately equal to zero, and one obtains Eq. (17) for determina-
tion of k.
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