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We propose a numerical method to calculate interior eigenvalues and corresponding eigenvectors for non-
symmetric matrices. Based on the subspace projection technique onto expanded Ritz subspace, it becomes
possible to obtain eigenvalues and eigenvectors with sufficiently high precision. This method overcomes the
difficulties of the traditional nonsymmetric Lanczos algorithm, and improves the accuracy of the obtained
interior eigenvalues and eigenvectors. Using this algorithm, we investigate three-dimensional metamaterial
composites consisting of positive and negative refractive index materials, and it is demonstrated that the
finite-difference frequency-domain algorithm is applicable to analyze these metamaterial composites.
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I. INTRODUCTION

The photonic properties of metamaterials in which the
refractive index becomes negative have attracted much atten-
tion [1-5]. Wave propagation in these metamaterials shows
many characteristic features, and various photonic devices
have been proposed such as a perfect lens [5]. For example,
one-dimensional stacking of alternating layers of positive
and negative index materials has been studied by several
groups [6-8]. Li er al. have shown that a new type of pho-
tonic gap appears when the volume averaged effective re-
fractive index equals zero in such material composites [6].
Analysis of the photonic properties of three-dimensional
metamaterials is of great interest [9,10].

In general, the analysis of electromagnetic wave propaga-
tion in the medium leads to eigenvalue problems. Most nu-
merical methods for large-scale eigenvalue analysis such as
the Lanczos and Arnordi methods are based on the technique
of Krylov subspace projection [11]. The subspace is spanned
by a series of vectors {Xy,AXy,A” X,...}, where A is a co-
efficient matrix of the eigenvalue problem and x, is an arbi-
trary vector. Such numerical techniques are more adapted for
eigenvalue analysis with the maximum eigenvalue because
the direction of vector A" x,, with sufficiently large n comes
close asymptotically to that of the eigenvector, which be-
longs to the maximum eigenvalue of matrix A. Based on
Krylov subspace projection, the numerical method referred
to as the nonsymmetric Lanczos (NLZ) algorithm has been
also proposed to obtain interior eigenvalues [12]. However,
this numerical approach is not applicable to nonsymmetric
matrices for which the dimension is large, because the accu-
racy of obtained eigenvalues and corresponding eigenvectors
is lost.

We propose herein a new numerical method for interior
eigenvalue analysis. This method is especially suitable to
large-scale eigenvalue calculations for nonsymmetric matri-
ces, and is applicable to problems with complex, non-
Hermitian matrices. This method is based on the novel sub-
space projection technique, and using this method we
numerically study the photonic properties of electromagnetic
waves in three-dimensional metamaterial composites by the
finite-difference frequency-domain (FDFD) method.
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In Sec. II, we briefly describe the FDFD method. In Sec.
III, we present details of the numerical method for interior
eigenvalue analysis of nonsymmetric matrices. Section IV
presents calculated results for three-dimensional metamate-
rial composites by this algorithm. Conclusions are given in
Sec. V.

II. FINITE-DIFFERENCE FREQUENCY-DOMAIN
METHOD

In previous theoretical studies of photonic materials, cal-
culations by the plane-wave expansion (PWE) method or the
finite-difference time-domain (FDTD) method have been
performed [13,14]. The PWE method proposed by Ho et al.
was formulated for a system in which the relative permeabil-
ity is equal to unity, and is not directly applicable to metama-
terials when the permeability of the system becomes nega-
tive [13]. In this study, we instead employed the FDFD
method, which has not been referred to in previous studies,
with just a few exceptions [15,16]. In the FDFD method, it
becomes much easier to separate the adjacent eigenfrequen-
cies. In addition, calculated results are not negatively af-
fected by the spectral noise that often appears in calculations
using time-domain techniques [15].

Another reason to adopt the FDFD method in photonic
metamaterials is as follows: In the FDTD method, numerical
treatment of dispersive mediums such as PLRC algorithm
has been proposed [14,17], but in general the function forms
regarding permittivity and permeability of the system are
limited. Negative refractive index materials are fabricated in
experiments, and the permittivity and permeability of these
materials have been shown to be dispersive, where the fre-
quency dependence in general cannot be written using
simple function forms. In the FDFD method, there is no
limitation to the frequency dependence of the dispersive me-
dium, and there is an advantage to analyzing numerically
negative refractive index materials in which the frequency
dependence of the refractive index obeys more general con-
ditions.

In this section, the outline of the FDFD method is briefly
described. We begin with the Maxwell equations written by
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t H=j D (1)
rot H=j+—,

. at
where E and H denote the electric field and the magnetic
field, respectively. For a given wave vector Kk, all the referred
components outside the unit cell boundary can be obtained
using Bloch’s periodic boundary condition such as

E(r + R) =exp(ik - R)E(r) (2)
and
H(r + R) = exp(ik - R)H(r), (3)

where R is an arbitrary lattice vector in the unit cell. Thus,
we can obtain the dispersion relation, which indicates the
resonance frequency as a function of k. The system in the
unit cell is divided into Yee cells to apply to the FDFD
method [14]. Using the substitution %—>—ia) and the condi-
tion of the current density j=0, Egs. (1)—(3) are transformed
into an eigenvalue problem, which is used to compute inte-
rior eigenvalues of large and sparse non-Hermitian matrices.
In this study, there are 4n° physically meaningful eigenfre-
quencies when the number of divided mesh on each side is n,
and there are also 2n* nonphysical eigenvalues that are de-
generated at zero. It is difficult to solve these problems nu-
merically by existing methods, and a computational method
for nonsymmetric eigenvalue problems is therefore required.
In the next section, we describe the details of our numerical
method that is especially suitable for this purpose.

III. LARGE-SCALE EIGENVALUE PROBLEM
FOR NONSYMMETRIC MATRICES

We first explain Lanczos biorthogonalization (two-sided
Lanczos recursion) procedures in the eigenvalue problem for
nonsymmetric or non-Hermitian matrix A written by

AX = \X, (4)

where N\ and x are the eigenvalue and eigenvector, respec-
tively [11,12]. We start with v4=0, w,=0, and 8,=0. Let v,
and w; be arbitrary vectors that satisfy (w,v;)=1, and we
choose the vector w; such as wlsz. For j=1,2,...,m, we
use the following recursions to define Lanczos vectors v; and
w; such that

‘A'j+1=AVj_a’jVj_BjVj—l (5)
Wis =AW= awW; = Bwy, (6)

where {v;}, {w;}, {a;}, and {B;} are given by

a;=(w;,Av)), (7)
Bj+1 = (Wj+]"/;j+l)l/2a (8)
Vis1 = ‘A'j+l/:8j+l’ )
and
Wi =Wt/ Bjs1s (10)

respectively [11,12,18]. Here the sets of vectors V,,
={v,,...,v,, and W,,={w,,...,w,} are biorthogonal to
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each other such as (w;,v;)=4; ;. Using the recursion relation
in Egs. (5) and (6), the tridiagonal matrix T,, is defined by
the scalars {a;} and {B;} such as

ay B
B a B
T, = -

m

: ; (11)
IBm—l Ay IBm
IBm Ay

where «; and B; are in general complex, and the tridiagonal
matrix T,, is non-Hermitian. Consider the eigenvalue prob-
lem for the tridiagonal matrix T,, written by

T,y;j=0y, (1=j=m), (12)

where 6; and y; are the eigenvalues and eigenvectors of the
matrix T,,, respectively. Thus, the set of Ritz vectors X,
={x,...,X,,}, which are the approximate solutions of the
right eigenvectors in Eq. (4), are given by

X,=V.)Y,. (13)

where Y,,={y,,...,y,} is the set of eigenvectors in Eq.
(12).

To calculate the interior eigenvalues for large-scale eigen-
value problems, Cullum and Willoughby have proposed a
Lanczos algorithm without reorthogonalization [12,19]. In
their algorithm, the dimension of the tridiagonal matrix T,, is
taken to be 3N~ 5N, and the eigenvalues are obtained by
eliminating spurious solutions. For symmetrical matrices,
this algorithm is very efficient and has already been applied
to many problems in computational physics [20-22]. Elsner
et al. have performed a comparative study of modern eigen-
value algorithms for large-scale symmetric matrices [23]. For
non-Hermitian matrices, however, the accuracy of the eigen-
value obtained by this approach deteriorates seriously, when
the dimension of the matrix is large. As a result, it becomes
difficult to distinguish correct eigenvalues from spurious so-
lutions. In past studies regarding the nonsymmetric Lanczos
method, the dimensions of the matrix N have been small
such as N<10* [12], and there has been no systematic way
of improving the accuracy of obtained interior eigenvalues
and eigenvectors for large-scale eigenvalue problems.

In many scientific computations, it is often the case that
only the right eigenvectors (and corresponding eigenvalues)
are required. In this case, you can save the computation time
if you do not need to explicitly calculate “Ritz vectors” for
the left eigenvectors. In the following, we describe a numeri-
cal method for obtaining eigenvalues and right eigenvectors.
The extension of our method to the calculation of left eigen-
vectors is straightforward and presents no difficulties. We
consider the subspace, which is composed of the set of Ritz
vectors and is obtained by the Lanczos biorthogonalization
procedures. As described above, the Ritz vectors obtained
from Eq. (13) do not give good approximations of the solu-
tions for nonsymmetric matrices, especially for large-scale
eigenvalue problems. However, each Ritz vector may have a
nonzero projection over the true eigenvector, and a subspace
spanned by this set of Ritz vectors is useful for obtaining
correct eigenvectors. The set of m; Ritz vectors {x;} for
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which the corresponding Ritz values are situated near a tar-
get are orthonormalized by a modified Gram-Schmidt
method. Next, we construct the m; X m; matrix A';H given by

A, =X, AX, . (14)

m 1

where X, 1s a matrix consisting of the orthonormalized Ritz

vectors X; (1 =i=<m,) given by X/ 1_{X1’ ’X'"l}’ In prin-
ciple, the approximate solution of the eigenvalues near the
target and the corresponding eigenvectors of matrix A can be
obtained from Eq. (14).

In many cases, however, Eq. (14) does not give suffi-
ciently accurate solutions. One way to improve the accuracy
of calculated results is to make the dimension of subspace
for projection much larger. In the following, we expand
the subspace by the following procedures: Starting with
different sets of initial vectors v, and w;, we perform the
calculations of Lanczos biorthogonalization, and calculate
again the Ritz values near the target and corresponding Ritz
vectors. After the repetition of these procedures, we obtain
the assembly of (m;+my+---+m,) vectors such as
{Xl PR ?Xml ’Xm1+l PR 7Xm1+m27xml+m2+l PR ’Xml+m2+' ~~+mq}?
where g denotes the degree of expansion of the subspace,
and m, (1=p=gq) is the number of Ritz vectors obtained by
the p-th Lanczos biorthogonalization procedure. We con-
struct a matrix X{ a from the set of {x/}, the orthonormal-

ized vectors of {x} such as

X = XD oo X K Xy S s
. ’X;nl+1112+~~+mq}' (15)
Next, we construct the matrix A{’m } given by
Ay = X JAX )5 (16)

for the projection onto the expanded Ritz subspace. In the
following, we call such a subspace spanned by the vectors in
Eq. (15) an expanded Ritz subspace (ERS). The eigenvalues
can be obtained by the diagonalization of matrix A/ m)} in Eq.

(16) such as
A =) a7

where 0 and y are the eigenvalues and eigenvectors of
A{m b respectlvely

As a next step, we group the obtained eigenvalues {0 }of
matrix Ay, ) which satisfy |6;=\'[<e (e is a small con-

stant), where N’ is a target. Using the corresponding vectors
{y J} in Eq. (17), we calculate the set of vectors {x J} given by

where X{m} and Y{m} are the matrices written by X{m}

={x{,... xm . +m} and Y{m }—{yl,...,ymlJr o Js respec-
tively. For these obtained vectors x , we calculate the norm
of residual vector &; given by

5= |Ax] (19)

where the norm of each vector xj is normalized, such as
|x;|=1. From this set of 6; and x;, we choose one for which
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the norm of residue 9; becomes the smallest as an eigenvalue
and an eigenvector of matrix A, respectively. This numerical
procedure improves the accuracy of the obtained eigenvalues
and eigenvectors for the nonsymmetric matrix. In Eq. (15),
the parameter g determines the expansion of subspace for
convergence, where the optimal value of ¢ may depend on
the properties of matrix A. Our method provides a systematic
way of improving the accuracy of interior eigenvalues and
eigenvectors by means of the Lanczos algorithm without re-
orthogonalization for nonsymmetric matrices [12].

IV. NUMERICAL RESULTS

We numerically studied the three-dimensional metamate-
rial composites by the FDFD method. In this study, we con-
sidered the case in which both the permittivity and perme-
ability of the system simultaneously take negative values,
and these two quantities are frequency independent. The nu-
merical treatment of frequency-dependent negative refractive
index materials will be described in the latter part of this
section.

Consider a cubic cell with system size L (0=x,y,z<<L),
with periodic boundary conditions being imposed in x, y, and
z directions. We consider the system for which the relative
permittivity &,.(r) and relative permeability w,(r) of the sys-
tem are given by

& (0=x<Lp2)

glr)= 20
(x) e (L2=x<L) (20)
and
P
©w (0=x<L/2)
mAr)=1", , (21)

pr (L2=x<L)

respectively.

We first calculate the eigenvalues of a matrix [Eq. (4)]
with smaller dimensions, to clarify the characteristics of the
eigenvalue distribution in a complex plane. The dimension of
the matrix is taken to be N=24 576, and all eigenvalues are
calculated by the QR method [11]. In positive refractive in-
dex material, the relative permittivity €’ and the relative per-
meability u? are taken to be (eZ,u”)=(1,1). In negative re-
fractive index material, we consider three different sets of
relative permittivity € and the relative permeability u). Fig-
ures 1(a)-1(c) show the results of all eigenvalues with pa-
rameters (e, u)=(-0.3,-0.3), (-0.8,-0.8), and (-1.3,
—1.3), respectively. The wave vector k in Egs. (2) and (3) is
taken to be k=(0,0,0). In these figures, the eigenvalues ap-
pear not only on the real axis but also all over the complex
plane. This result is of interest because the refractive indices
on each material (\/—,ur and v 8er) are real and the optical
attenuation effect is not considered. This is a characteristic
feature in composite metamaterials with a positive and nega-
tive refractive index, and Fig. 1 also suggests that it is diffi-
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FIG. 1. Eigenvalue distribution with N=24 576. The relative
permittivity & and the relative permeability u? in positive refrac-
tive index material are taken to be (e, u”)=(1,1). (a) The relative
permittivity ” and the relative permeability u” in negative refrac-
tive index material are taken to be (el,u))=(-0.3,-0.3). (b)
(e, ur)=(-0.8,-0.8). (c) (e, u)=(-1.3,-1.3).

cult to numerically treat the optical properties on these com-
posite metamaterials by the traditional FDTD method. In-
stead, the FDFD method described in Sec. II will become an
alternative approach to this problem.
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Next, we apply the numerical method using ERS projec-
tion described in Sec. IIl to the problem of metamaterial
composites. We calculate the eigenvalues and eigenvectors
of the matrix in Eq. (4) with the dimension N=196,608 and
N=279,936, where it is impossible to calculate the eigenval-
ues of these matrices by traditional diagonalization tech-
niques such as the QR method. The sets of the relative per-
mittivity and the relative permeability are taken to be
(e, uf)=(1,1) and (&, w")=(-0.3,-0.3), and the wave vec-
tor k is given by k=(kom/L,kym/L,kym/L), where k, is a
constant. We first calculate the eigenvalues of the system by
the traditional NLZ method [12]. In the following calcula-
tions, the dimension of tridiagonal matrix T,, is taken to be
4N. Calculated results of the eigenvalues 6; which are lo-
cated adjacent to the real axis in the low-frequency regime
(0<6;<1), and their norms of residue vectors &; are shown
in Table L. It is clear that the calculated values of &; obtained
by the NLZ method become larger than 10~!. Though we
confirm that such an NLZ method produces accurate results
when the dimension of matrix N is smaller than a few thou-
sand, the results in Table I indicate that the traditional NLZ
method is impractical for a large-scale nonsymmetric eigen-
value problem.

We calculate the eigenvalues of matrix by means of the
ERS projection method. Calculated eigenvalues 0]'- of the
matrix A{’mp} in Eq. (17) and the norms of the corresponding

residue vector &; are shown in Table I. The typical CPU time
for calculating eigenvalues for N=279 936 is approximately
40 h with an Itanium 1.6 GHz processor. With g=1, the
accuracy of the obtained eigenvalues and eigenvectors is not
yet sufficient. Though it is not shown in Table I, the calcu-
lated results produce not only the approximation of eigenval-
ues but also many spurious solutions, and the screening out
of these spurious solutions becomes difficult when the accu-
racy of the obtained eigenvectors is not good enough. (In
Table I, we display, for convenience sake, the solutions only
which will be clarified as genuine eigenvalues in the subse-
quent stage.) Compared with previous results by the NLZ
method, the accuracy of the results is improved, and the ei-
genvalues and eigenvectors are reliable for nonsymmetric
matrices with large dimension. With g=2, the accuracy of
the eigenvalues obtained by the ERS projection method ob-
viously improves, and we can confirm the efficiency of the
subspace expansion approach in this method.

Finally, we comment on the numerical treatment of dis-
persive medium by the FDFD method. Instead of Egs. (20)
and (21), we consider the frequency-dependent relative per-
mittivity &)(w) and the relative permeability w,(w) of the
system [3]. We first calculate the eigenfrequencies by the
ERS projection method using the parameters &"(w) and
mr(w) at a target frequency. We then recalculate the eigen-
frequencies using the parameters with the frequency obtained
in the previous stage. After repeating these procedures sev-
eral times, self-consistent solutions can be found in disper-
sive medium. For example, four iterations are required to
obtain an eigenfrequency to 5 digits in our calculations.

V. CONCLUSIONS

In conclusion, we have studied the properties of three-
dimensional metamaterial composites consisting of positive
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TABLE I. Calculated results of eigenvalues in three-dimensional metamaterial composites by the non-
symmetric Lanczos (NLZ) method and the expanded Ritz subspace (ERS) method.

N ko Method q 0, 5;
196608 0.2 NLZ (0.56688467, —0.00485904) 2.1%10°
0.2 NLZ (0.57192020, —0.00006070) 4.7% 107!
0.2 NLZ (0.57363302, 0.00042317) 12x 107!
0.2 NLZ (0.83231659, —0.00205953) 6.6% 107!
0.2 NLZ (0.88738888, 0.00267784) 5.4%10°
0.2 ERS 1 (0.57369594, —0.00000009) 5.1% 107
0.2 ERS 1 (0.83285874, —0.00000323) 46X 1074
0.2 ERS 2 (0.57369616, —0.00000001) 3.9% 107
0.2 ERS 2 (0.83285863, —0.00000001) 22X 107
279936 0.1 ERS 2 (0.36362658, —0.00000004) 2.5% 107
0.1 ERS 2 (045072961, —0.00000024) 34107
0.2 ERS 2 (0.57361000, 0.00000000) 3.8% 1077
0.2 ERS 2 (0.80838517, —0.00000004) 1.3% 1075

and negative refractive index materials. We have studied the
eigenvalue spectrum of these systems for given wave vectors
k, and it has been clarified that characteristic absorption
modes appear in the metamaterial composites. The present
results demonstrate that the FDFD algorithm is suitable for
analyzing the photonic properties of these metamaterial com-
posites.

We have also proposed a numerical method for obtaining
interior eigenvalues and corresponding eigenvectors for non-
symmetric matrices. Based on the subspace projection tech-
nique onto expanded Ritz subspace, it becomes possible to
obtain the set of eigenvalues and eigenvectors with suffi-
ciently high precision. Our method overcomes the difficulties
of the NLZ algorithm, in which the accuracy of the obtained
eigenvalue is destroyed when the dimension of the matrices
becomes large. In addition, we show a systematic way of

making further improvements in accuracy to obtain interior
eigenvalues and eigenvectors for the Lanczos algorithm
without reorthogonalization. This numerical method is appli-
cable to not only electromagnetics but also to any large-scale
eigenvalue problems, and will also shed light on different
problems in the field of computational physics and engineer-
ing.
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