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Radiative opacity and emissivity of tin plasmas at average ionization degree of about 10 was investigated in
detail by using a fully relativistic detailed level accounting approach, in which main physical effects on the
opacity were carefully taken into account. Among these physical effects, configuration interaction, in particular
core-valence electron correlations, plays an important role on the determination of accurate atomic data re-
quired in the calculation of opacity. It results in a strong narrowing of lines from all transition arrays and strong
absorption is located in a narrow wavelength region of 12.5-14 nm for Sn plasmas. Using a complete accurate
atomic data, we investigated the opacity of Sn plasmas at a variety of physical condition. Among the respective
ions of Xe®*-Xe!>*, Xe!%* has the largest absorption cross section at 13.5 nm, while the favorable physical
condition for maximal absorption at 13.5 nm do not mean that Xe'®* has the largest fraction. Comparison with
other theoretical results showed that a complete set of consistent accurate atomic data, which lacks very much,
is essential to predict accurate opacity. Our atomic model is useful and can be applied to interpret opacity
experiments. Further benchmark experiments are urgently needed to clarify the physical effects on the opacity

of Sn plasmas.
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I. INTRODUCTION

The search for optimum radiation source of emission with
2% wavelength bandwidth near 13.5 nm is important for the
development of extreme ultraviolet radiation (EUV) lithog-
raphy in the microelectronics industry [1]. Such an EUV
lithography system requires an efficient light source with an
average output of more than 115 W in a band of =10%
around 13.5 nm at the intermediate focus [2]. Tin is consid-
ered as a most promising target material for an efficient EUV
source because of its high in-band conversion efficiency
(CE) at 13.5 nm, which is attributed to 4d-4f and 4p-4d
transitions of ion charge states of Sn’*-Xe!?* in plasmas [3].
In order to improve the CE at 13.5 nm, various methods and
techniques were developed in the experiments [4,5] includ-
ing optimizing plasma condition of density and temperature
for maximum efficiency [6,7] and by using doped targets or
cavity targets [8,9].

For Sn’*-Xe'** ions, however, it is still a challenging
work to obtain a complete set of accurate atomic data for the
calculation of radiative property because of their complex
atomic structure. They have a ground configuration of 4d™,
where m is the occupation number of the 4d orbital. The
collapse of 4d, or even 4p and 4f orbital results in strong
correlation effects among multielectrons of atomic ions. Fur-
thermore, relativistic effects play an important role on their
electronic structure. The configuration interaction (CI) ef-
fects and the relativistic effects are no more addictive in
accurately treating the many electron systems, both of which
must be considered simultaneously. Extensive efforts to pro-
duce more accurate atomic data for the investigation of ra-
diation transport were carried out by a number of authors
[10-15]. Dortan [10] theoretically investigated the influence
of CI on satellite lines of Sn**-Xe'** in the EUV region by
using HULLAC parametric multiconfiguration relativistic code
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[16]. Sasaki er al. [11,12] developed a collisional radiative
model of tin plasmas to study the emissivity and opacity for
the use of radiation hydrodynamics simulation. The atomic
data required were obtained in the detailed configuration ac-
counting (DCA) approximation. Koike and Fritzsche [13]
discussed extensively the relativistic effects and electron cor-
relation effects of tin ions by using the multiconfiguration
Dirac Fock method. Kagawa er al. [14] carried out relativis-
tic configuration interaction calculations for EUV spectra of
Sn!%*-Xe!?* jons which are assumed to be embedded in a
local thermodynamic equilibrium (LTE) plasma at a tempera-
ture of 30 eV. Karazija et al. [15] investigated the emission
spectrum important for EUV lithography using the integral
characteristics such as average energy, total line strength,
variance and interval of transition array 4p34d"*!
+4p34d"'4f — 4p°4d™. These theoretical researches are
quite important for understanding the EUV physics, identi-
fying emission lines and interpreting relevant experiments
[17-22].

The parameters of Sn plasmas are of basic importance in
understanding the physics of EUV light generation and trans-
port and to benchmark the radiation hydrodynamic simula-
tion codes in optimizing EUV sources. For optically thick Sn
plasma at 13.5 nm, the EUV output is determined not only
by the emissivity but also by the opacity of plasmas. How-
ever, there are few accurate investigations on the radiative
opacity of Sn plasmas around ionization stage of Sn'%*. Most
of the theoretical researches mentioned above treated accu-
rately the main lines of 4p°4d™' +4p34d™~'4f — 4p®4d™ by
introducing electron correlations of 4d*>—4f> and 4p*-4d°
excitation. For 4d —4f and 4p —4d transitions from levels
of excited configurations, however, electron correlations of
4d*-4f? and 4p>—4d* are not adequately taken into account.
In order to obtain accurate radiative opacity, accurate atomic
data are required not only for levels of ground configuration,
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but also for levels of excited configurations. All of them
should be based on the same footing. The opacity of Sn
plasmas in the dominant EUV emission region is a critical
parameter for investigating the optimum conditions for EUV
generation. However, accurate opacity which can reliably be
used for the design of EUV light source are short of very
much in the literature. Lysaght et al. [23] measured the rela-
tive photoionization cross sections of neutral atom through
Sn**. Fujioka et al. [24] experimentally measured an absorp-
tion spectrum of a uniform Sn plasma generated by thermal x
rays in the wavelength region of 9-19 nm and investigated
the opacity effects on the EUV emission. The average tem-
perature and density of the heated Sn sample of 30 eV and
0.01 g/cm? at 1 ns after the peak of heating x-ray pulse. In
order to better understand the physics of EUV radiative prop-
erties of Sn plasmas, there is an urgent need to obtain accu-
rate opacity. In this work, we investigated the radiative opac-
ity of Sn plasmas by using a complete and consistent set of
accurate atomic data.

II. THEORETICAL METHOD

The detailed theoretical method for a detailed level ac-
counting (DLA) scheme can be found elsewhere [25,26] and
here only an outline is given. For an LTE plasma of tempera-
ture T and mass density p, the radiative opacity at radiation
of energy hv (h is the Planck constant and v is the frequency
of radiation) is given by

pi’ (hv) = [ppp(hv) + pyp(hv) + pg(hv) (1 - VKT
+ Iu'scatt(h V)7 (1)

where . tpp ppp and pg,,, are absorption coefficients
contributed by bound-bound, bound-free, free-free and scat-
tering processes, respectively. The prime on the opacity de-
notes that stimulated emission has been taken into account.

In this work, we are mainly concerned with the opacity
contributed by bound-bound transitions due to 4d-4f and
4p-4d around 13.5 nm. The bound-bound absorption coeffi-
cient can be obtained from the summation over all required
bound-bound transition lines of all existing ionization stages
in the plasmas,

ppp(hv) = 2 (2 Nil‘Tizz'(hV)) , (2)

i\

where N;; is population of the level / for ionization stage i
and o,/ (hv) is photoexcitation cross section from level [ to
[', which can be expressed in terms of the absorption oscil-
lator strength f;;r as

he?
oy (hv) = mers(hV), (3)

where e and m, are the electron charge and electron rest
mass, respectively, c is the speed of light in vacuum, and S is
the line shape function, which is taken as a Voigt profile,
where line widths contributed by the Doppler and electron
impact broadening mechanisms are included. The fraction of
different charge states is determined by ionization equilib-
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rium equation in LTE. The ionization potential depression is
considered by using the Debye-Huckel model [27].

The fraction of radiation transmitted with respect to some
incident source of arbitrary intensity is given by

F(hv) = e™< WL, @)

where L is the path length traversed by the light source
through the plasma. To compare directly with experiment,
one should include the effects of instrumental broadening.

III. RESULTS AND DISCUSSION

The accuracy of opacity depends on the accuracy of the
atomic data including the energy levels, oscillator strengths,
photoionization cross sections and line widths caused by all
kinds of broadening mechanisms. As mentioned in the
above, one must treat simultaneously the CI and relativistic
effects in a consistent way to obtain a complete set of accu-
rate atomic data. For the effects of CI, one has to evaluate the
inner-shell electron correlations precisely for all excited
states as well as the ground state required in the calculation
of opacity. Multiconfiguration Dirac-Fock (MCDF) code
GRASP [28] was used for this purpose. In the MCDF method,
an atomic state is approximated by a linear combination of
configuration state functions (CSFs) of the same symmetry

o, (Jm) = 2 ala)|yJm), (5)

where n, is the number of CSFs and a,(«) denotes the rep-
resentation of the atomic state in this basis. The CSFs are
antisymmetrized products of a common set of orthonormal
orbitals which are optimized on the basis of Dirac-Coulomb
Hamiltonian. Further relativistic contributions to the atomic
states due to Breit interactions are added by diagonalizing
the Dirac-Coulomb-Breit Hamiltonian matrix. The dominant
quantum electrodynamic contributions have also been in-
cluded as a perturbation.

We take Sn'* as an example to illustrate the combined
effects of CI and relativity. The orbital wave functions are
obtained by using an extended average level (EAL) method.
The wave functions of Sn'** are described by following one-
electron relativistic orbitals: 155, 2512, 2P1/25 2P3/25 38125

3P112> 3P312> 3d312, 352, 45172, 4P 112 4D3125 4d30, Adspr, Af 5,

417125 551725 SP112> SP312> 532, Sdlsjos Sf 5125 5f7125 587125 589125
6512, 6P1/2, 6P3/2, 6d3)5, and 6ds,,. The wave functions of the

first 13 orbitals were obtained by optimizing the average
energy of the ground configuration of 4s5?4p%4d*, where the
Ni-like core was omitted. Other orbitals were obtained by
separate optimizations corresponding to the levels with dif-
ferent total angular momentum and parity. To take adequate
CI into account and make the calculation tractable, we in-
cluded the following configurations: 4s%4p%4d*, 4s*4p®4dnl,
454p°AdPaf?, 4s*ApSadPafnl, 4s*4pS4d>Ss?, 4s*4p°4dSsnl,
45%4p°4d>5p?, 4s*4pSad>Spnl, 4s*4pPAdAaf’, 4s*4ptadaf’ss,
A24p3AdS,  As*ApdAdinl, As*Ap AdPAf?,  AsP4p AdiAfss,
A42ApAdPAfSp, 4AsPApadiaAfsd, 4s*4p*4d®, 4As*Ap*adinl,
4s4p3Ad’, 4s4pPad®, AsApS4dSs, 4s4p®4d*Sp, 4s4p®4dsd,
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FIG. 1. Absorption cross section caused by transition arrays of
(a) 4pP4d*—4p®Adiaf, (b) 4pb4d*—4pad, (c) 4p4dt
—4p®4d®5p, and (d) the sum of these three transition arrays by
using a single configuration Dirac-Fock calculation: (e) corresponds
to a large-scale CI calculation of the same three transition arrays.

where nl is restricted to the included orbitals. In this way,
accurate atomic data can be obtained not only for the transi-
tion arrays from levels of the ground configuration, but also
for the excited levels. From the list of configurations, one
can see that 4d*-4f? and 4p>-4d* correlations are adequately
included in the calculations. For more highly excited states
which are not included in the above list yet their atomic data
are needed in opacity calculation, these atomic data were
obtained separately for every individual transition array one
by one with electron correlations of 4d*-4f> and 4p*-4d*
being taken into account.

The effects of CI on the oscillator strengths of Sn'%* can
clearly be seen from Fig. 1, which shows the absorption
cross section for the transition arrays of (a) 4s24p®4d*
—4524p°4diaf, (b) 4s?4p®4dt—4s24p°4d°, and  (c)
45%4pS4d* — 4s*4p%4d>5p of Sn'®*, respectively, by using
single configuration (SC) calculations. Figures 1(d) and 1(e)
show the summation of these three transition arrays by using
SC and CI calculations, respectively. The relativistic effects
have naturally included in all cases and therefore we will not
discuss it separately hereafter. In order to obtain the results,
Sn'®* was assumed to be embedded in an LTE tin plasma at
a temperature of 27 eV and a density of 0.01 g/cm?. From
the comparison of the two plots of Figs. 1(d) and 1(e), one
can see that a strong narrowing of lines from transitions of
45%4pS4d* — 4s*4pSAdPAf and 45’4pS4d* — 4s*4p34d> when
complete CI was considered. The wavelength range of these
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FIG. 2. (Color online) Spectrally resolved radiative opacity for
Sn plasma at a temperature of 27 eV and a density of 0.01 g/cm? in
a wavelength region of 8—18 nm: (a) total opacity (in a solid line)
and (b) separate contributions of dominant ionization stages: The
emissivity (in unit of 1 TW=1X10'> W) is given in a dotted red
line.

two transition arrays expanded from 12.5-18 nm for SC re-
sults, while it converged to a narrow region 13—14 nm with
the strongest absorption being at a center of 13.5 nm. The
increase or decrease of oscillator strengths with the CI are
caused by the constructive-or destructive-interference effects
in the radial portion of corresponding transition matrix. Mix-
ing of basis functions owing to CI effect produces large
changes in computing the oscillator strengths. For lines of
transition array 4s’4p%4d*— 4s?4p%4d®Sp, however, CI ef-
fects show different trend from the two strong transition ar-
rays of  4s%4p%4d* —4s*4p°4dPAf  and  4s24p®4d*
—4524p°4d°. Line position of 4s’4pS4d*— 4s*4pS4d®Sp
was not greatly affected by CI effects, while the intensity is
dramatically reduced. Similar phenomena apply to all transi-
tion arrays of all tin ions around Sn'%*. The redistribution of
oscillator strengths between a transition array and between
different arrays will surely have large effects on many prac-
tical applications of radiative atomic data, such as spectra
analysis and radiative opacity calculation.

After investigating the CI effects on the oscillator strength
of bound-bound transitions, in the following we showed CI
effects on the opacity of Sn plasmas. Figure 2(a) shows the
radiative opacity of LTE Sn plasma at a temperature of 27 eV
and a density of 0.01 g/cm® in a solid line. The opacity
shows strong absorption structures in a narrow region of
12—-14 nm, beyond which the opacity is trivial. For LTE plas-
mas, the emissivity and opacity are related by Kirchhoff’s
law, and therefore it is easy to give the emissivity (in a dotted
red line), which is defined by (at a given photon energy hv)
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FIG. 3. (Color online) Fraction of Sn¥-Sn!** as a function of
plasma temperature at a density of 0.01 g/cm?.

£,= 2 2 hvNyApSy(hv), (6)

o<y

where N;;; denotes the population of upper level [ of charge
state i, A;s; is the spontaneous radiative transition probability
for an emission line of /" —1 and S;;(hv) is the correspond-
ing line profile function. As the wavelength of strong absorp-
tion is limited in a narrow region and therefore the structures
shown in emissivity is similar to the opacity. As a result, the
solid and dotted lines are nearly completely overlapped when
proper scale is taken.

For tin plasma at the above physical condition, Sn*-Sn'?*
have dominant contributions to the opacity. As far as the
respective ion of Sn®*-Sn'?*, the range of wavelength which
they have the largest absorption is different. Figure 2(b)
shows the opacity contributed by the respective ions. It can
be seen that, at the wavelength of 13.5 nm, Sn!%* has the
largest absorption although each ionization stage of
Sn®+-Sn!?* contributes to the opacity. In this figure, the popu-
lation of each ionization stage has been taken into account.
For Sn¥*-Sn'?*, the center of main lines 4d-4f and 4p-4d are
located at about 14.1, 13.7, 13.5, 13.2, and 13.1 nm, respec-
tively. If we eliminate the influence of populations on the
opacity, we can know that Sn'®* has the largest absorption
cross section at 13.5 nm. The satellite lines of Sn¥*, Sn’*,
Sn'*, and Sn!?** have absorptions at 13.5 nm as well from
the inspection of Fig. 2(b) and the absorption cross section
for the respective ion is successively reduced with the in-
crease of ionization stages from Sn®* to Sn'?*. For plasmas
in LTE, the emission intensity is proportional to the opacity,
and therefore Sn!* has the largest emission efficiency at
13.5 nm. We chose a density of 0.01 g/cm? which is a typi-
cal value of experimental access, at which density Sn!®* has
the largest abundance at the temperature of 27 eV. Such a
conclusion can easily be seen from Fig. 3, which shows the
fraction of Sn®*-Sn'?* as a function of temperature at a fixed
density of 0.01 g/cm?. From the above discussion, the ab-
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FIG. 4. (Color online) Spectrally resolved radiative opacity
(solid lines) and emissivity (dotted red lines) for Sn plasma at tem-
peratures of (a) 21 eV, (b) 23 eV, (c) 25 eV, and (d) 29 eV: the
density is fixed to be 0.01 g/cm?.

sorption or emission at 13.5 nm is a combined contribution
from dominant ionization stages in the plasmas. The tem-
perature of 27 eV does not necessarily correspond the stron-
gest absorption at 13.5 nm. In order to see this, we show the
opacity at different temperatures near 27 eV in Fig. 4 with
the density being fixed to be 0.01 g/cm? in solid lines. It can
be seen that the absorption at 13.5 nm is indeed a little stron-
ger at temperatures of 23 and 25 eV than at 27 eV. On the
other hand, the absorption is much weaker for plasmas at
higher temperature of 29 eV at 13.5 nm. The emissivity is
given for all cases as well. From the comparison of the dif-
ferent physical condition, one can see that the plasma at a
temperature of 27 eV has the largest emissivity at the wave-
length of 13.5 nm.

There are so many overlapping lines in the narrow region
of 12—14 nm that the absorption around 13.5 nm constitutes
a quasicontinuum region. Part of the reason for the coalesce
of lines is due to the line width contributed by electron im-
pact broadening. At the above density, the line width of spec-
tral lines at 13.5 nm caused by Doppler broadening mecha-
nism is about 0.0018 eV, while the typical line width caused
by electron impact broadening is about 0.05 eV [29,30], and
therefore, the latter is the main broadening mechanism. With
the decrease of density, the line width contributed by electron
impact broadening becomes smaller and the bound-bound
line characteristics will be more evident, as illustrated in Fig.
5. It shows in a solid line the opacity at three different physi-
cal conditions: (a) 27 eV and 0.01 g/cm?®, (b) 22 eV and
0.001 g/cm?, and (c) 18 eV and 0.0001 g/cm?. The average
ionization degree is about 10 for all three cases. The dashed
lines show the contribution to the opacity of Sn'%*,
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FIG. 5. (Color online) Spectrally resolved radiative opacity
(solid lines) for Sn plasma at physical conditions of (a) 27 eV and
0.01 g/cm?, (b) 22 eV and 0.001 g/cm? and (c) 18 eV and
0.0001 g/cm’: The dashed red lines represent the contributions of
Sn'0+.

In this work, great efforts were devoted to produce accu-
rate atomic data and therefore the calculated opacity should
be reliable. Yet theoretical modeling for the opacity of plas-
mas near ionization stage of Sn'** is difficult and as a result
there were few theoretical results published in the literature
although there were so many opacity codes developed by
researchers throughout the world. For experimental measure-
ment, it is also a challenging work to create strict LTE con-
dition for Sn plasmas. To the best of our knowledge, the only
published experimental work on Sn plasmas was carried out
by Fujioka et al. [24], yet preliminary analysis showed that
Sn plasma deviated strongly from LTE condition. The aver-
age temperature and density of the heated Sn sample of 30
eV and 0.01 g/cm? at 1 ns after the peak of heating x-ray
pulse. The areal density of the Sn layer in the experiment
was 2.04 +0.18 X 107 g/cm?. Figure 6 shows the transmis-
sion of LTE Sn plasma at a mass density of 0.01 g/cm? and
temperatures of 20, 25, and 30 eV. The transmission was
obtained from Eq. (4) and the required radiative opacity was
calculated using the method described above. Another quan-
tity of the path length L is assumed to be 2.04X 107 cm,
which was obtained from pL=2.04 X 107> g/cm? with p be-
ing 0.01 g/cm?. For comparison, the raw and smoothed
spectrum measured in the experiment of Fujioka er al. [24]
were given in a dotted and dashed line. As reported by
Fujioka et al. [24], the electron temperature and ion density
of the dominant EUV emission region are in the ranges from
20 to 80 eV and from 10'7 to 10%° cm=3, respectively, in the
experiment. If the density of plasma is around 0.01 g/cm?,
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FIG. 6. (Color online) Comparison of our theoretical transmis-
sion with the experimental results carried out by Fujioka et al. [24].

the transmission will not show as evident line absorption
structures as in the raw data, which can easily be seen from
Fig. 5. The reason is that the line width caused by the physi-
cal broadening mechanisms such as electron impact broad-
ening is large enough to fill the gaps between the lines. From
the inspection of Fig. 6 for the raw experimental data, the
mass density of the dominant EUV emission region shows
evident information of much less than 0.01 g/cm?. The
dominant ionization stages in the experimental plasma [24]
were from Sn** to Sn!**, resulting in a broader absorption
range from 8-20 nm in the experimental transmission.

Transmission

Transmission
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FIG. 7. (Color online) Comparison of our calculated transmis-
sion (solid lines) with theoretical results carried out by Fujioka et
al. [24]: (dashed red lines) at temperature and density of (a) 20.9 eV
and 0.01 g/cm? and (b) 31 eV and 0.01 g/cm?, respectively.
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To explain their experiment, Fujioka er al. [24] theoreti-
cally calculated the transmission of Sn plasmas. Figure 7
compares our theoretical results with their modeling by using
the atomic code HULLAC [16] at the density of 0.01 g/cm’
and electron temperatures of 20.9 and 31 eV, respectively. It
can be seen that HULLAC predicted much broader absorption
than ours and the predicted wavelength shifted toward higher
wavelength direction. The most important reason is that
Fujioka et al. [24] did not take adequate CI into account. As
reported in their work, the authors included CI between the
configurations of 44", 4d"'4f, 4d"'5p, 4d"'5f, and
4p34d™'. As demonstrated in Fig. 1, correlations of two
electron excitations such as 4d*-4f and 4p*-4d° play an im-
portant role to obtained accurate atomic data.

In conclusion, spectrally resolved opacity and emissivity
of Sn plasmas in EUV region centered at 13.5 nm were in-
vestigated in detail by using a complete set of accurate
atomic data. A strong narrowing of lines from all transition
arrays was found due to the effects of configuration interac-
tion (including core-valence electron correlations) and very
strong absorption is found only in a narrow wavelength re-
gion of 12.5-14 nm for Sn plasmas with the average ioniza-
tion degree of about 10. Research showed that the main lines
of 4d-4f and 4p-4d from the levels of ground configuration
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of Xe'%* are located near the center of 13.5 nm, while the
main lines of nearby ions of Xe'%* deviate from the center of
13.5 nm. Near 13.5 nm only satellite lines from ionization
stages around Xe'%* have absorptions, resulting in the largest
absorption cross section of Xe!%* at 13.5 nm. Yet the favor-
able physical condition for maximal absorption at 13.5 nm
do not mean that Xe!®* has the largest fraction. Comparison
with other theoretical results showed that our calculated
opacity predicted a much narrower absorption than others. In
the strong absorption region of 12.5-14 nm, there are so
many individual lines that statistical models should relatively
easily give reasonable simulations for general characteristics,
yet few such investigations were found in the literature. Fur-
ther benchmark experiments are urgently needed to clarify
the main physical effects on the opacity of Sn plasmas.
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