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We study the contribution of electron-atom interaction to the equation of state for partially ionized hydrogen
plasma using the cluster-virial expansion. We use the Beth-Uhlenbeck approach to calculate the second virial
coefficient for the electron-atom (bound cluster) pair from the corresponding scattering phase shifts and
binding energies. Experimental scattering cross-sections as well as phase shifts calculated on the basis of
different pseudopotential models are used as an input for the Beth-Uhlenbeck formula. By including Pauli
blocking and screening in the phase shift calculation, we generalize the cluster-virial expansion in order to
cover also near solid density plasmas. We present results for the electron-atom contribution to the virial
expansion and the corresponding equation of state, i.e. pressure, composition, and chemical potential as a
function of density and temperature. These results are compared with semiempirical approaches to the ther-
modynamics of partially ionized plasmas. Avoiding any ill-founded input quantities, the Beth-Uhlenbeck
second virial coefficient for the electron-atom interaction represents a benchmark for other, semiempirical

approaches.
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I. INTRODUCTION

The thermodynamics of dense plasmas, in particular hy-
drogen, has become an important topic. Models of planetary
interiors and stars depend on the equation of state (EOS) of
the most abundant elements [1]. Reliable EOS data for hy-
drogen are indispensable for the planning and conduction of
inertial confinement fusion experiments [2]. Within the quan-
tum statistical approach to the EOS, numerical techniques
such as density-functional theory and quantum molecular dy-
namics simulations have been elaborated [3]. Alternatively,
analytical approaches have been derived using many-body
perturbation theory [4] that yield, e.g., rigorous results for
limiting cases, such as the low density limit, that are hardly
accessible by numerical methods.

A rigorous result for systems with short-range interaction
is the Beth-Uhlenbeck formula that expresses the second
virial coefficient in terms of the scattering phase shifts and
the bound state energies [5]. Some generalizations have been
performed to obtain results for a larger range of densities by
including medium effects, see [6,7] for charged particle sys-
tems or [8] for nuclear systems. Another particularly success-
ful method to investigate strongly correlated many-particle
systems is the cluster-virial expansion [9]. In addition to the
elementary constituents, the different bound states (cluster)
are considered as new reacting species in thermal equilib-
rium. The thermodynamic properties are expanded in terms
of the fugacities of the various components of the system and
cluster-virial coefficients are introduced. In the case of
nuclear systems [9-11], one can consider the nucleons, deu-
terons (two-body cluster), and alpha-particles (four-body
cluster) as well as possible further nuclei as the components
of the system. For ionic plasmas, electrons, ions, atoms, and
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molecules are such components. Another example is the
electron-hole exciton system [12,13].

The cluster-virial expansion represents a “‘chemical” pic-
ture in the sense that the virial is expanded in orders of the
fugacities of the different components (single-particle states,
bound states) in the system. In contrast, the traditional virial
expansion is a “physical” picture, i.e. the fugacities of el-
ementary particles, such as electrons and nuclei, are the ex-
pansion variables. In the physical picture, bound states ap-
pear in higher order virial coefficients; their treatment
involves sophisticated mathematics. On the other hand,
bound states are naturally included already in the lowest or-
der of the chemical picture. For special parameter values,
bound state formation gives the leading contribution, e.g., in
atomic or molecular gases. The chemical picture accounts for
these main terms already in the lowest order of the virial
expansion, whereas within the physical picture we have to
consider higher orders of the expansion to identify the lead-
ing contributions.

We consider a partially ionized hydrogen plasma, which
consists of three components as electrons (e), ions (i), and
hydrogen atoms (a). The formation of heavier clusters, such
as molecules or molecular ions, can also be included but this
is not considered in the present work. Restricting ourselves
to these three components, the relevant interactions are the
elementary Coulomb interaction (e—i,e—e,i—i) and the
more complex interaction (e—a,i—a,a—a) with the atoms.
The Coulombic contributions to the EOS have been investi-
gated extensively elsewhere, see Ref. [6], and will not be
given here.

The treatment of electron-atom interaction in EOS studies
is still an open question. A widely used method consists in
constructing an effective electron-ion potential. The pseudo-
potential method allows to include medium effects and
thereby to enlarge the region of applicability of the cluster-
virial expansion. Such pseudopotentials should reproduce
calculated phase shifts and experimental scattering data. The
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disadvantage of the pseudopotential method is that it de-
pends on a local, energy-independent potential that can be
introduced only in certain approximations to replace the
energy-dependent three-particle T matrix. Well-known ex-
amples are the Buckingham potential [14], see also more
recent approaches [15]. Other semiempirical methods, such
as the excluded volume concept [16] discussed below, de-
pend on free parameters that lack a proper quantum-
statistical foundation.

In this work, we overcome the shortcomings of the
pseudopotential method by deriving results for the electron-
atom virial coefficient that are based on experimental data
for the electron-atom scattering cross section. Therefore, our
results represent benchmarks for the electron-atom contribu-
tion to the EOS, only limited by the accuracy of measured
scattering data. We compare our results to different pseudo-
potential calculations. As an example, we construct a sepa-
rable pseudopotential for the electron-atom interaction, and
consider medium effects such as self-energy and Pauli block-
ing.

We present results for the EOS, in particular the pressure,
composition, and chemical potentials for temperatures in the
range of T< 10 K and for densities in the order of n
=10?" cm™, where n=n""'=n/" denotes the total number
density of electrons or ions, respectively, that are found in
free or bound states, and obey the neutrality condition. For
these parameter values, the hydrogen plasma is moderately
coupled with the plasma parameter I'=e?/(4mepkpTd) <1,
where d=(3/47n)"? is the average interparticle distance. Ef-
fects of Fermi degeneracy are weak for @ =kg7T/Eg= 1, with
the Fermi energy Ep=#%%(37°n)*3/2m, where, more consis-
tently, only the density of free electrons should be taken.
With increasing density and/or decreasing temperatures, the
system becomes degenerate.

The present work is organized as follows: In Sec. II, we
briefly review the cluster-virial expansion and the Beth-
Uhlenbeck formula for the second virial coefficient. Section
IIT contains the calculation of the scattering phase shifts for
the electron-atom system, both via experimental differential
cross sections and phase shifts from appropriate pseudopo-
tentials. In Sec. III E, the phase shifts are used to calculate
the corresponding second virial coefficient. Based on these
results, corrections for the pressure and the chemical poten-
tials are calculated in Sec. I'V. Section V contains the presen-
tation of the generalized Beth-Uhlenbeck approach and the
calculation of the density dependent second virial coefficient.
Conclusions are drawn in Sec. VI

II. CLUSTER-VIRIAL EXPANSION AND THE BETH-
UHLENBECK FORMULA

The canonical partition function of an interacting many-
particle system at temperature 7, volume V, composed of N,
particles per species ¢ (c=e,i,a) carrying spin s, reads

ann(T’ V’Nc) = Tr{exp(_ IBH)}’ (1)

with B=1/kgT. Here and in the following, the spin of par-
ticles of species ¢ is implicitely taken as s,=1/2 for elec-
trons, s;=1/2 for protons and for atoms in the singlet state
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(antiparallel spins of electron and proton) s, gnee=0, and
Squipler= 1 for the triplet state (parallel spins of e and i). We
neglect hyperfine splitting of the atomic levels.

The Hamiltonian

N, Ny
H= EE{ O ] EIDIDRWURIANNEY
c j=1 2m 2cd]lk—

contains, besides the kinetic energy of each particle, the mu-
tual interaction, represented by the two-particle interaction
potential V.,(7;—7,). The prime indicates that self-interaction
is excluded, and the energies for each component are gauged
to E O if the particles are at rest. From a relativistic ap-
proach E( ) is given by the rest mass containing the binding
energy. In our nonrelativistic approach, we choose the gauge
relatively to the rest mass of the elementary particles so that
EE_O) is the binding energy of the composites.

Using the Mayer cluster expansion [17], we arrive at the
virial expansion for the free energy F'=—kgT In Z°*" valid for
short-range potentials,

F(T,V,N,) = Fyy(T,V,N,)

—kBTV{E n ndbcd+2 nagnb. g, + }

cde

3)

Fy(T,V,N,)=kgTZN, [ln( ) 1+,[3E(0 ] is the free energy
for the classical ideal (i.e., nomnteractmg) system, where
A.=Qmh?/kgTm,)"? denotes the thermal wavelength of
species ¢, and n.=N_/V the particle number density of the
component ¢, g.=2s.+1 is the spin degeneracy factor. The
expansion coefficients b.; and b, are the second and third
virial coefficients, respectively. They are determined by the
interaction, but also by degeneracy terms.

Having the virial coefficients at our disposal, we can eas-
ily derive the thermodynamic properties of the system under
consideration. E.g. for the pressure and the chemical poten-
tial the following expressions are found using the standard
thermodynamic relations:

p(T, V,NC) =Pid(T, V,N ) - kBT

{E Ny + 22 Ny b g, + }, 4)
cde

,LLC(T, V’Nc) = :u’c,id(T’ V’Nc) - kBT

X{ZE ndbcd+32 }’ld}’lebcde'l' }, (5)
d de

3pid(T’ Vch) :kBTEC% and /*Lc,id(T’ Vch)
=kgT ln(%) +E are the ideal parts of the pressure and the
chemical potential, respectively (for the hydrogen atom the
degeneracy factor is g,=4). Note that in relativistic ap-
proaches the chemical potentials are gauged including the
rest mass of the constituents, as discussed for the Hamil-
tonian Eq. (2).

where
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Working with the grand canonical ensemble, it is conve-

. . .. (0)
nient to introduce the fugacities z,=ef*£c") and to expand
the grand canonical potential with respect to the fugacities
[17], see also Appendix A,

<Z0+Eb decZd+ - )} (6)

J=—pv_—kBTv{2

c c

where bcd—bcdgd/A are the dimensionless second virial co-
efficients. In the low density case n, A <1, the relation
Zeia=Ne A / g, results for the ideal system. Smce the different
ensembles are equivalent in the thermodynamic limit, the
fugacity expansion is shown to be equivalent to the expan-
sion with respect to the particle densities after substitution of
the variables; for details see Ref. [17].

Chemical equilibrium for a reaction v,A+v,B= v,.C be-
tween the components A, B, C gives the relation v,u,
+ vy =V, M. This way, the thermodynamic potentials finally
depend only on the total densities of the constituents, or their
chemical potentials, since the total number of the constituent
particles is conserved. The densities of the composites or
their chemical potentials can be eliminated, using a mass
action law or a Saha equation.

Note that it is possible to derive the cluster virial expan-
sion in a systematic way, starting from a quantum statistical
approach [10]. The spectral function of the elementary par-
ticle propagators is related to the self-energy. Within a cluster
decomposition of the self-energy, the contribution of the dif-
ferent clusters can be identified considering partial sums of
ladder diagrams. The first-principle approach gives a consis-
tent introduction of the chemical picture avoiding double
countings, and allows for systematic improvements.

In this paper, we are concerned with the evaluation of the
second virial coefficient that describes the nonideality cor-
rections in lowest order with respect to the densities. Accord-
ing to Beth and Uhlenbeck [4,5,18], for a central symmetric
interaction potential the following formula has been derived,
which relates the second virial coefficient to the energy ei-
genvalues EM of the two-particle bound state |n€) and the
scattering phase shifts 7, “(E) describing the two-particle
scattering states,

cd — [ dde ’“bound l’;zcd] , (7)
where
~0) 2752 (ideal Bose gas)
beq = 52 - . (8)
2 (ideal Fermi gas)

is the second virial coefficient for the ideal quantum gas.

In this work, we calculate the second virial coefficient for
the e—a contribution. The spin degrees of freedom of the
bound electron and the scattering electron give rise to a sin-
glet (antiparallel electron spins) and a triplet (parallel elec-
tron spins) scattering state; the proton spin contributes a spin
degeneracy factor g;=2. The total second virial coefficient
b,.=b,, is defined with the total density of atoms and elec-
trons. It is decomposed into the singlet contribution and the
triplet contribution, so that b,,=bS"""+p"P For conve-
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nience, we introduce the dimensionless coefficient b that ap-
‘bear bae=1Dac
Note that l;ea is no longer symmetric with respect to a change
of indices, instead, we find l;ea:2(:fl—‘:)3/2l;ae. Since m,<m,

we have Aga/ Az = 1, from which follows that the dimension-
less second virial coefficient is again the sum of the corre-

pears in the fugacity expansion as I;ea=

sponding dimensionless singlet and triplet coefficients, l;ae
__ 7.singlet , 7 triplet
=by, 5 +b, P - .

The bound part of the second virial coefficient for the

Ebound singlet

singlet state has the following form:

gbound singlet _

E(zml) > e 9)

n=0+1

where ¢ denotes the angular momentum of the two-particle
system. The scattering part of the second virial coefficient

I;ZCe consist of the singlet and triplet parts:

. 1 1 d .
bzce,smglet — Zgz (2€ + 1)l;J e—ﬁEd_E 77tze,smglet(E)dE:|
=0 0

(10)

bsc mplet E: (2€ + l)l f - EdE nze,mplet(E)dE:| )
(11)

At this point, we would like to make a short note regarding
different forms of the Beth-Uhlenbeck formula Eq. (7) that
can be found in the literature. We use formula Eq. (7), which
has been derived originally by Beth and Uhlenbeck [5], see
also Refs. [17,18]. After partial integration of the Eq. (7) one
obtains another form for the Beth-Uhlenbeck formula, see
e.g. Refs. [8,9], where the scattering phase shift arises in-
stead of its derivative, and from the integration an additional
term —7%(0)/ 7 appears, which is sometimes condensed into
the bound part [9].

Coming back to the partially ionized plasma, the virial
expansion is diverging for the long-range Coulomb interac-
tion. This refers to the e—e,e—i,i—i contributions. Partial
summations lead to convergent results, and the expansion of
the thermodynamic potentials contains also terms with n”2
and log n,, see Ref. [6]. The contribution of the scattering
and bound parts of the second virial coefficient for atom-
atom interaction was calculated in Ref. [19]. In this work, we
evaluate the second virial coefficient Eq. (7) for the electron-
atom interaction.

III. ELASTIC ELECTRON-ATOM SCATTERING
AND PHASE SHIFTS

A. Experimental data and first-principle calculations

The Beth-Uhlenbeck formula relates the second virial co-
efficient to few-body properties. For the electron-atom con-
tribution, the relevant quantities are the phase shifts for the
elastic electron-atom scattering as well as the possible bound
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FIG. 1. Differential electron-atom (e—a) scattering cross-section
as a function of the scattering angle for electron wave number k
=03 aj', k=04 a3, and k=0.5 aj'; solid lines—phase shift data
from the variational method [30,32], circles—experimental data
[20].

state energies. No direct measurements of the electron-atom
scattering phase shift are available in the literature, only scat-
tering cross-sections (i.e. the modulus of the phase shift)
have been measured. Accurate data for the angular resolved
scattering cross-section were obtained by Williams et al. [20]
for electron energies between. 0.58 and 8.7 eV and by Gil-
body et al. [21] for 3.4 eV, see the review in Ref. [22]. The
data are shown in Figs. 1 and 2. A bound state H™ is mea-
sured at energy (0.754+0.002) eV [23]. In this measure-
ment, the electron affinity was obtained via the threshold
energy for photodissociative formation of ion pairs from H,
[23]. The ion pair threshold was combined with the ioniza-
tion potential of the hydrogen atom and the bound dissocia-
tion energy of H, to obtain a lower bound to the electron
affinity. This results is in agreement with the theoretical
value of 0.75421 eV reported by Pekeris [24] for the singlet
bound state of H™.

Theoretical calculations for the e—a scattering phase
shifts are abundant. The spins of the two electrons are com-

-1
sr]
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oL % — phase shift data from Schwartz and Register | |
e experimental data

C L | L | L | L ]
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scattering angle 0 [deg]

differential cross-section dQ/d€2 [units of Ta

FIG. 2. Differential electron-atom (e—a) scattering cross-section
as a function of the scattering angle for electron wave number k
=0.6 a3, k=0.7 aj', and k=0.8 aj'.
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bined to a singlet or triplet state, whereas the orbitals are
determined by a three-body Schrodinger equation and the
symmetry condition for fermions. Frequently used methods
are the close-coupling approximation [25], the R-matrix
method [26], direct numerical solution of the Schrédinger
equation [27], the wave expansion method [28,29], and
variational calculations. Using the variational method,
Schwartz et al. [30] obtained the phase shifts for the s waves
(orbital momentum €=0 of the e—a system) in the singlet
and triplet channels. For higher orbital moments €=1,2 cal-
culations have been performed by Armstaed [31] and Regis-
ter [32]. Comparing the experimental data with results of
numerous theoretical approaches, see Refs. [20,32,33], it was
concluded that the variational approach is the most reliable
and most accurate method in reproducing the experimental
scattering cross sections.

In Figs. 1 and 2 we show the differential cross-section as
calculated from the phase shifts given in Refs. [30,32] com-
pared to the experimental data from Ref. [20]. Good agree-
ment between theory and experiment is observed for scatter-
ing angles larger than §==25°. Deviations below 25° are due
to the neglect of higher orbital momenta €>2 in the varia-
tional calculations [20].

B. Polarization potential models

Before presenting results for the second e—a virial coef-
ficient using the data given above, we discuss the introduc-
tion of pseudopotentials. One of the advantages of introduc-
ing pseudopotentials is the possibility to describe medium
effects such as screening and quantum degeneracy. Polariza-
tion effects at long distances and exchange effects at short
distances play a key role in the e—a interaction in a dense
plasma. Below we use polarization potential models, which
include these many-body features to calculate the scattering
phase shifts. Of course, the introduction of a local and instant
pseudopotential for the e—a interaction is only an approxi-
mation. A rigorous treatment involves the three-particle T
matrix, which is nonlocal due to exchange effects and de-
pends on energy. We do not describe this problem in detail
here.

We calculate the phase shifts on the basis of the wave
expansion method [29]. This approach yields the phase shift
as the solution to the so-called Calogero [28] equation,

d cd k, 1 .
# == Uleos 7k e(kr)
r

—sin W;d(ka r)nf(k’ r):|27 (12)

which is a first-order nonlinear differential equation. Here,
Jo(k,r) and ny(k,r) are the Rikkati-Bessel functions [34],
U(r)=2m,/%*)V,(r), V., (r) is the interaction potential and
m, is the reduced mass of the two-particle system c—d. As
initial condition we apply 7;(k,0)=0, thereby fixing the ar-
bitrary phase offset. The phase shifts are defined by 7{“(k)
=lim,_., 7;*(k,r) and depend only on the wave number k.
As its main advantage, the wave expansion method allows to
study directly the influence of the interaction potential on the
phase shifts. Secondly, Eq. (12) is easier to solve than the full
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Schrodinger equation applying, e.g., variational methods.
As the electron-atom interaction potential we consider the
Buckingham model [14]

0[62

V(1) == 2(rz—+r(2))2’

(13)
a=4.5 a% is the hydrogen atom polarizability (here and
henceforth we measure distances in units of the Bohr radius,
ap=0.529 A). The cutoff radius ry is used to regularize the
behavior at small distances. Its value given in the literature
[35]is ro=1.4565 ag. However, we suggest here the use of a
different value ry=1.033 ag, which yields the correct H™ ion
ground-state energy E,=-0.7542 eV as the eigenvalue of
the effective radial Schrodinger equation [6]. At large dis-
tances r>r, the Buckingham potential describes the typical
1/7* behavior of the electron potential energy in the field of
the polarizable H atom.

Secondly, we employ the polarization potential model that
was suggested for semiclassical plasmas in Ref. [15]:

2

e o
V,r)=——F———>55-X e B"(1+Br)—e (1 +Ar 2,
(r) 21— ) [e™( ) ( )]
(14)
where A2 =(1+N1=4N2/ 1)1 (202), B*=(1

-1 —4)\z/r2D)/(2)\f), and N\,=A,/2m is the electron thermal
de Broglie wavelength, rp=[ekgT/n"%?]"? is the Debye
radius due to electrons. This model depends on two param-
eters A\, and rp. At large distances the RDO potential is
weaker than the Buckingham model Eq. (13) due to screen-
ing. The strength of the model at short distances is given by
—aez/8)\2. Fixing rp=4.84 ag and \,=0.62 ag, the H~
ground-state energy is found at the correct energy.

At this point, we want to remark that the bound state
occurs only in the singlet scattering channel, due to the
strongly repulsive exchange interaction in the triplet channel.
However, neither the Buckingham model, Eq. (13), nor the
RDO model, Eq. (14), take into account this exchange effect.
A convenient method to overcome this problem consists in
using a separable potential [36,37]. This will be discussed in
the following Sec. III C.

C. Separable potential method

Separable potentials have been used extensively in
nuclear physics to parametrize the nucleon-nucleon interac-
tion [36]. It can be shown that any interaction potential can
be approximated by a sum of separable potentials [38].

We characterize different channels by spin and angular
momentum and assume that there is no coupling between
different channels. We consider a rank-two separable poten-
tial in momentum representation to describe attraction at
long distances and repulsion at short distances,

V(p.p") =Nwi(p)wi(p') + Mawa(p)wa(p),  (15)

where w,(p), w,(p) are Gaussian form factors w;(p)
=exp(-p?/b7), and \;, b; are the strength and interaction
range, respectively. We determine these parameters by fitting
the phase shifts obtained from the separable potential to the
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FIG. 3. (Color online) Electron-atom (e—H) scattering phase
shifts as a function of wave number k for €=0. Shown are experi-
mental data of Schwartz [30] for the singlet and triplet channels,
model calculations using the Buckingham [Eq. (13)] and the RDO
pseudopotential [Eq. (14)] at different parameters, as well as differ-
ent separable potentials.

experimental data. Thereby we exploit the definition of the
phase shifts as the argument of the T matrix,

2
jT(p,p’,—zp )
mr
tan 7(p) = o (16)
%T(p,p',—p )
2m,

The calculation of the T matrix for the separable potential,
which amounts to the solution of the effective Schrodinger
equation

2
S —Ulp)+ Z Vpp P = Eilp).  (17)

P

is detailed in the Appendix B.

Fig. 3 shows the phase shifts for the singlet and triplet
scattering channels obtained by the separable potential in
comparison with data of Ref. [30]. The best fit parameters
are summarized in Table I. Columns 4—6 give the scattering
length a and the effective range R from the effective radius
theory, and the binding energy E, used to fix two of the
parameters \; and b;, the remaining two being fixed directly
by comparison to the experimental phase shifts. The effective
radius theory was applied e.g. in Ref. [39] to calculate the
influence of atomic and molecular contributions to the EOS
of hydrogen plasma. However, the effective radius theory is
limited to s-wave scattering, and therefore to low energies.
Furthermore, in Ref. [39], the spin dependence of the e—a
interaction is neglected.

Choosing \,=0 and b,=0 in Eq. (15), a rank-one sepa-
rable potential is obtained. Parameters of a rank-one sepa-
rable potential are given in the Table I (bottom part). Using
the properties of the T matrix (see Refs. [6,36]), we found
the binding energy E, of the H™ ion for both versions of the
separable potentials, given in the last column of Table I. The
experimental value of the binding energy is Ey=-0.0277
Hartree (=0.7542 eV) [23]. The two-particle properties, i.e.,
scattering phase shifts and the bound state properties, can be
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TABLE 1. Parameters of the rank-two and rank-one separable potentials (\;, \,, in Hartree, and b;, b,
in ap), the scattering length (), the effective range (R), the binding energy (E,) for the singlet (S=0) and the

triplet (S=1) channels of s wave.

)\1 )\2 b] h2 a/aB R/HB EO [Har[ree]
Rank-two separable potential
§=0 =254 10 0.8 0.787 5.965 -0.06899
S=1 37 40 0.8 0.787 1.97
Rank-one separable potential
§=0 -454 0 0.4705 0 5.965 3.32 —-0.0474
S=1 77.67 0 0.9 0 1.77 1.1

reproduced in certain approximation by separable potentials.
We expect that increasing the rank of the potential, the ex-
perimental values for the two-particle properties are better
realized.

D. Phase shifts data

Using the potentials Egs. (13) and (14), the Calogero Eq.
(12) is solved. The s-wave scattering phase shifts obtained in
this way are plotted as a function of the wave number k in
Fig. 3. We compare our calculations to the experimentally
validated data by Schwartz et al., employing different
choices for the cutoff parameter r( in the case of the Buck-
ingham potential, and rj, and A, for the RDO potential.

At k=0, the singlet phase shifts from [30] tend to 7,=,
corresponding to one bound state as follows from the classi-
cal Levinson theorem [40], 7(0)=nm (n is number of bound
states). The polarization potential method gives a bound state
if the screening parameters that reproduce the correct H™
binding energy are applied (dashed curve for Buckingham
potential, ry=1.033 ap and square curve for RDO potential,
rp=4.84 ag and \,=0.62 ag). Taking the original screening
parameters in both models, we find vanishing phase shifts at
k=0, i.e. no bound state. The solid line and dash-dotted line
correspond to phase shifts for rank-two and rank-one sepa-
rable potential, respectively. The phase shifts from the rank-
two separable potential fully coincide with the experiments,
whereas the results for the rank-one separable potential de-
viate at high values of k (respectively E).

We consider the s-wave scattering phase shifts in the trip-
let channel in Fig. 3. At zero energy the phase shift starts off
at 7. Having in mind that the effective interaction between
the electron and atom in the triplet channel is repulsive, this
behavior obviously contradicts Levinson’s theorem that pre-
dicts the scattering phase shift to increase by o with every
occurring bound state. To resolve this inconsistency, the clas-
sical Levinson theorem for one-body problems has been gen-
eralized for the scattering on a compound target by Rosen-
berg and Spruch [41]. The generalized Levinson theorem
states that the phase shift at vanishing energy is 7(0)
= (npyyi+n) T, Where np,; is the number of states from which
the particle is excluded by the Pauli principle. np,,; is de-
fined by the number of nodes in the one-particle wave func-
tion. Application of the generalized Levinson theorem to the

electron-hydrogen triplet scattering shows the one-particle
wave function has one node, that means the zero-energy trip-
let phase shift is a nonzero multiple of 7 [42]. Since the
triplet electron-hydrogen wave function is spatially antisym-
metric, the equivalent one-body wave function is orthogonal
to the hydrogenic ground-state function and must have at
least one node. Thus, our result for the behavior at zero en-
ergy of the triplet phase shift does not predict a triplet bound
state H™. This agrees with previous investigations of scatter-
ing of electrons on hydrogen atoms at low energies, where
the scattering length was defined under the assumption that
the negative hydrogen ion H™ can be formed only in the
singlet channel [43-47]. In our calculations of the second
virial coefficient we consider only the singlet bound state of
H™.

Figs. 4 and 5 show the calculated phase shifts for p and d
waves, respectively. For comparison, the data from varia-
tional calculations [32] are also presented. The phase shift is
zero (no bound states) at the origin and increases monotoni-
cally. The phase shifts for €=1 and €=2 are very small in
comparison to the s-wave data for the low-energy range. In
general, terms from higher orbital moments are negligible for
low energies. Hence, we only apply phase shift data for ¢
=0,1,2 in further calculations.

E. Results for the second virial coefficient

The good agreement between experimental cross-sections
and the variational scattering phase shifts from Refs. [30,32].

— T T T T
| &—o Register &Poe data for singlet
e—e Register & Poe data for triplet
»—x RDO model

=—a RDO model (bound state)

I a—a Buckingham (rO:l44565 aB)

— — - Buckingham model (r0:14033aB)

p-wave phase shifts T]l(k) [radians]

L | L | L I
0.3 0.4 0.5 0.6
. -1
wave number K [units of ag]

0.7 0.8

FIG. 4. (Color online) Electron-atom (e—H) scattering phase
shifts as a function of wave number k for €=1.
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0,06 6—o Register &Poe data for singlet i
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0.04- e-H

0.02-

d-wave phase shifts 1,(k) [radians]

A | L | L | L | L | L
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
. -1
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FIG. 5. (Color online) Electron-atom (e—H) scattering phase
shifts as a function of wave number k for €=2.

allows us to use the latter as “experimentally confirmed” data
for calculations of the second virial coefficient using the
Beth-Uhlenbeck formula (7). The phase shifts obtained from
pseudopotential models Eqgs. (13) and (14) are not applied

here to calculate Eae.
Tabs. II and III show results for the normalized second

virial coefficients b'SSME(T), proundsinglel( ) for the singlet

channel and Ezce’mplet(T) for the triplet channel, respectively.
The second, third and fourth columns of both tables present
data for the contribution of s, p, and d waves to the scattering
part of the second virial coefficient for singlet and triplet
channels, respectively. Higher order contributions are small
and negligible for this temperature range. The singlet bound

PHYSICAL REVIEW E 82, 026407 (2010)

part of the second virial coefficient for the singlet channel is
shown as the fifth column of Table II. The binding energy is
taken as E%'=-0.7542 eV [23]. The full scattering part of
the second virial coefficient is shown in the sixth column of
both tables. The last column of the Table III presents the

results for the full second virial coefficient: b,,(T)
— gz(;singlel(T) + l;'zce,uiplet(T) + E'Z(e)und,singlet(T) )

We find that the scattering contributions to the second
virial coefficient increases with temperature in contrast to the
bound state contribution. In Tables II and III the s-wave con-
tribution to the second virial coefficient is the dominant term,
p-wave and d-wave contributions are of the order of few
percent.

IV. EQUATION OF STATE AND THERMODYNAMICS
A. Composition

The virial expansion allows to determine a thermody-
namic potential that gives all thermodynamic variables. We
discussed the free energy F(T,V,N,) or the grand potential
-pV=J(T,V,u.). Because of reactions in the system, the
particle numbers of the different components are related by
the chemical equilibrium conditions so that the number of
independent variables is reduced. In the case of a hydrogen
plasma considered here, we start from the particle numbers
of free electrons, free ions, and atoms, disregarding heavier
clusters. The atomic density is related to the free electron and
ion density due to the Saha equation that follows from the
equilibrium condition wu,+ w;=um,. The remaining two par-

TABLE II. The singlet scattering and bound parts of the second virial coefficient for ¢e—H interaction.
Contribution of different partial waves and bound state contribution are given.

T[K] Ezce,singlet, s wave gzce,singlet, p wave gzce,singlet, d wave Eggund,singlet Ezi:glet full
5000 -0.0499 0.0012 0.0007 1.4401 1.3922
6000 -0.0541 0.0015 0.0008 1.0756 1.0239
7000 -0.0578 0.0017 0.0010 0.8732 0.8181
8000 —-0.0611 0.0018 0.0012 0.7468 0.6887
9000 —-0.0642 0.0020 0.0013 0.6613 0.6005

10000 -0.0670 0.0021 0.0015 0.6000 0.5366

11000 —-0.0696 0.0022 0.0016 0.5541 0.4883

12000 -0.0720 0.0022 0.0018 0.5185 0.4505

13000 -0.0743 0.0023 0.0019 0.4902 0.4202

14000 -0.0765 0.0023 0.0021 0.4672 0.3952

15000 -0.0785 0.0024 0.0022 0.4481 0.3742

20000 —-0.0873 0.0024 0.0029 0.3873 0.3054

30000 —-0.1004 0.0022 0.0043 0.3347 0.2409

40000 -0.1099 0.0019 0.0057 0.3111 0.2089

50000 -0.1172 0.0016 0.0072 0.2978 0.1894

60000 -0.1230 0.0015 0.0088 0.2892 0.1765

70000 -0.1276 0.0015 0.0105 0.2833 0.1678

80000 -0.1312 0.0017 0.0125 0.2789 0.1620

90000 —-0.1340 0.0022 0.0148 0.2755 0.1584

100000 -0.1361 0.0028 0.0172 0.2728 0.1568
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TABLE III. The triplet scattering part of the second virial coefficient for ¢e—H interaction. Contribution of

different partial waves, last column: full second virial coefficient I;M.

T [K] EZL;,’MP et 5 wave EZZ’"ip et p wave I;Zi’triPIEt, d wave Egei,p et full b, full
5000 -0.0548 0.0121 0.0024 -0.0402 1.3519
6000 -0.0604 0.0147 0.0029 -0.0426 0.9812
7000 -0.0654 0.0174 0.0033 -0.0446 0.7735
8000 -0.0702 0.0200 0.0038 -0.0462 0.6425
9000 -0.0746 0.0227 0.0043 -0.0475 0.5529

10000 -0.0788 0.0254 0.0048 —0.0485 0.4880

11000 -0.0828 0.0281 0.0053 -0.0494 0.4389

12000 -0.0866 0.0307 0.0057 -0.0501 0.4004

13000 -0.0902 0.0333 0.0062 -0.0506 0.3695

14000 -0.0937 0.0360 0.0067 -0.0510 0.3442

15000 -0.0970 0.0386 0.0071 -0.0512 0.3230

20000 -0.1121 0.0512 0.0094 -0.0514 0.2539

30000 -0.1367 0.0742 0.0139 —0.0485 0.1924

40000 -0.1567 0.0943 0.0183 —0.0440 0.1648

50000 -0.1735 0.1117 0.0224 -0.0393 0.1501

60000 -0.1882 0.1270 0.0264 -0.0347 0.1418

70000 -0.2012 0.1405 0.0302 -0.0304 0.1373

80000 -0.2128 0.1525 0.0338 -0.0264 0.1355

90000 -0.2233 0.1635 0.0372 -0.0226 0.1358

100000 -0.2328 0.1735 0.0403 -0.0189 0.1379

ticle numbers, N>'=N.+N, with c=e,i, will coincide if a
charge-neutral plasma is considered so that we end up with
only one particle number N=N"=N" for a charge-neutral
hydrogen plasma in chemical equilibrium. To derive the
composition from the chemical equilibrium condition we ex-
press the chemical potentials in terms of the densities, see
Eq. (5). In lowest order of the cluster virial expansion, the
ideal Saha equation

1

—2a =n'""A> exp[ BI"(n,, T)], (18)
o

tot
e

is obtained for the degree of ionization a=n,/n,, where

Ef(n,. T)=|EJ).

We will not discuss here the more general expressions
where the excited states and higher clusters are included [6].
The thermal wavelength for the atom was approximated by
the thermal wavelength for the ion.

Taking the nonideal terms into account, e.g., according to
a virial expansion, the composition follows from a Saha
equation with shifted energies [4]

R0 T) = |[EY - A+ A, + A, (19)
The energy shifts A, of the different components can be ob-
tained from density expansions. As an approximation we
take the Debye shift A,=A,=—«e?/2 due to the Coulomb
interaction  between  the  charged  particles, «
=[n™?/ e,k T]"? is the inverse Debye screening length.
These terms are of the order n;/ %, The bound energy shift A,

is not taken into account here because it is of higher order in
density.

In Fig. 6 we plot the solution of the Saha Eq. (18) in
dependence of the total electron density for temperatures 7'
=15 000, 20 000, and 30 000 K. The degree of ionization is
decreasing with increasing density due to formation of bound
states. The effective bound state ionization energy I° is low-
ering due to plasma screening. Ultimately, this leads to the
Mott effect, i.e. the nonthermal ionization at high densities,
due to the lowering of the ionization threshold, leads to the
abrupt increase of the ionization degree, see also Refs. [4,6].
We refrain from giving an exhaustive description of the Mott

|z

l\':“""“‘*-‘\‘,“\‘.‘“‘ LR ["
S o — T=15000K| [ 1
N N\, |== T=20000K|| I
3 0.8 N N, [— T=30000K || ]
= :
9
S 0.6 N
E i
Z {
© 0.4 B
Q
=
&n
5]
= 0.2 B
ol
1016 1022

. 3
total electron density netOI [em 7]

FIG. 6. Degree of ionization as a function of the total electron
density for three different temperatures, 1.5X 104, 2% 10*, and
3x10* K.
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FIG. 7. Contribution of electron—hydrogen interaction to the
chemical potential as a function of the total electron density;
squares represent calculations based on experimental phase shift
data, the solid line uses the Buckingham pseudopotential, the dot-
dashed line uses the RDO model.

effect including more sophisticated analysis of the shifts and
restrict ourselves only to the general behavior of the ioniza-
tion degree. Note, that the virial expansion can only be ap-
plied to the low density range where the corrections are
small.

B. Chemical potential, free energy, and pressure

To discuss the contribution of electron-atom scattering to
the chemical potential Eq. (5), free energy Eq. (3), and pres-
sure Eq. (4), we rewrite the definitions as

Alu'ea = Iu'e(T’nc) - ILl’ied == 2kBTnabea(T) s (20)

AFea = F(T,nc) - Fid = p(T,l’lc)V—pidV= - ZkBTVnenabm(T) .

1)

The remaining contributions to the second virial coefficient
due to the other combinations of components will not be
discussed here, see [4,6].

As mentioned before, the second virial coefficient can be
decomposed into the singlet and triplet channel and it is
given as the sum of scattering and bound state contributions,

beolT) = boe(T) = [b“ siele(7) 4 Fee(7)

+ Bbound smélet T)] (22)

The various terms are given in Tables II and III.

In Fig. 7, we plot the e—H scattering contribution to the
chemical potential Au,,=—2kgTn,b,,(T) as a function of the
total electron number density for 7=10 000 and 15 000 K.
In a similar way, we treat the e—H contribution to the free
energy AF,,=—2kgTVnn,b,,(T) and to the pressure Ap,,=
—2kgTn,ngb, (7).

C. Comparison of the results with the excluded volume
concept

An alternative approach to evaluate the nonideality term
due to the neutral atoms is the excluded volume concept

PHYSICAL REVIEW E 82, 026407 (2010)
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FIG. 8. Second virial coefficient in the triplet channel as func-
tion of temperature. The Beth-Uhlenbeck result (solid line with
circles) is compared to the excluded volume model for different
values of r,

[16]. The excluded volume is defined by the filling parameter
n= %wrﬁna as the volume that is occupied by atoms such that
the effective volume available for the moving particles is
V*=V(1- 7). The atom radius r, is an empirical parameter of
the order of ay that has been fixed in different ways (see Ref.
[16]). Within the excluded volume concept, the nonideality
part of the free energy reads
AF) = Fi(T,V*,N,,N;,N,) —

ea

F]d(T7 V9NesNisNa)
4 3
= gﬂ-rakBTNa[ne +n;+n,]. (23)

The corresponding second virial coefficient for the electron-
atom pair results as

bk =~ %7172. (24)

It is instructive to note that this expression is equal to the
classical second virial coefficient within the Beth-Uhlenbeck
approach using a hard-sphere electron-ion potential with the
hard-sphere radius equal to the atom radius of the excluded
volume concept r, [16]. It does not depend on the tempera-
ture of the system. For a typical atom radius of r,=1.0 ap
we find b5* =p%=-3.1X 1072 cm’.

In Fig. 8, we show the second virial coefficient for the
triplet state, calculated by the Beth-Uhlenbeck formula using
the experimental phase shifts from [30] in comparison with
the excluded volume virial coefficient for different values of
r,. In the triplet state we have a strong repulsion between
electrons and atoms, hence, the hard-sphere potential can be
expected to give reasonable results. Because of the bound
state formation, the singlet state can not be treated within the
excluded volume approach. Note that in contrast to the ex-
cluded volume concept and the hard-sphere model, our re-
sults indeed depend on the temperature. At high temperatures
(T=50 000 K), the second virial coefficient from our Beth-
Uhlenbeck calculation approaches the excluded volume
virial coefficient for the atom radius r,=1.2 ap. In this
sense, the Beth-Uhlenbeck using experimentally validated
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scattering phase shifts provides a benchmark to the semi-
empirical excluded volume model.

Although the excluded volume concept is widely applied
to take into account the presence of atoms in the plasma, this
method gives only approximate results. The dependence of
the atom subsystem on the plasma parameters was included
in the confined atom model [6,48] due to an atomic radius.
These methods cannot cover numerous effects in the
electron-atom interaction, such as the spin dependence, scat-
tering phase shifts, and bound states which are included in
the Beth-Uhlenbeck formula.

V. GENERALIZED BETH-UHLENBECK APPROACH

The virial expansion can be extended to higher densities if
the effects of the medium are taken into account. In particu-
lar, we outline the consequence of Pauli blocking on the
two-particle properties, that is of importance when the elec-
trons become degenerate. There are other medium effects
such as screening, where the effective interaction potential
between the electron and the atom is replaced by a screened
potential. The influence on the scattering processes using
screened versions of the Buckingham and the RDO models
has been treated in Refs. [15,35] and will not be repeated
here. A systematic approach to screening effects is given
within the Green’s function theory [6].

We consider the two-particle effective wave equation

2 2

14 p
=L +ASE(P1) +=2 +ASE(P2) Wp1.p2)
2m1 2m2

+[1 = fpy) = f(p)] 2 V(p1p2pipa)¥(p1.p5)

1Py
=E(P7T9Mc)¢(pl7p2)7 (25)

where ASE(p) denotes the self-energy shift, and f(p)

=1/ (exp[ﬁ(é%— u)] = 1) are the Bose and Fermi distribu-
tions. This approach has been applied to charged-particle
systems as detailed in Ref. [6] for the electron-ion system as
well as for the electron-hole system. We will use a similar
approach for the e—a problem.

The inclusion of self-energy, screening and Pauli blocking
effects in the solution of the in-medium Schrodinger equa-
tion for the electron-ion system leads to nonideality contri-
butions. In particular, the Mott effect is obtained, i.e. the
dissolution of bound states in the continuum of scattering
states at increased densities. The contribution of the energy
shift of atomic levels on the thermodynamics of the dense
hydrogen was considered in Refs. [6,49]. The Pauli shift
AP®i=327m, (in Rydberg units) at low temperatures and at
low densities and the Fock shift AF°°k=—207me, lead to
modified behavior at high pressures. In Ref. [50], the effects
of Pauli blocking on transport properties of dense plasma
were investigated by solving the thermodynamical T matrix
for the electron-ion scattering for a separable electron-ion
potential.

A generalized Beth-Uhlenbeck formula has been success-
fully elaborated for nuclear matter [8]. In particular, the Mott
effect can be included so that the applicability of this ap-
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FIG. 9. H™ binding energy in dependence of total electron num-
ber density n, for different temperatures 7.

proach is extended to the region where a quasiparticle de-
scription is possible, e.g. in the region of strong degeneracy.
Analytical expressions are derived for a separable potential
approach where the in-medium T matrix including Pauli
blocking effects can be calculated.

We study the shift of the binding energy of H™ as well as
the modification of e—a scattering phase shifts due to Pauli
blocking. Our starting point is the effective Schrodinger
equation for the e—a problem

2
B—m + ASE(p)} Wp) +[1- (P12 V(p.p" ) (p") = Egtp).
p!
(26)

Medium effects are the self-energy (Fock term) ASE(p) and
the Pauli blocking term [1—f(p)], that describes the occupa-
tion of phase space.

To investigate the Mott effect with respect to the forma-
tion of H™, we investigate the binding energy of the e—a
system as a function of density, i.e. the difference between
the bound state energy and the continuum edge of scattering
states. The self-energy of electrons ASE(p) due to the
electron-atom interaction shifts both the bound state energy
as well as the scattering states, the net effect on the ioniza-
tion energy hence being zero. The leading term is the Pauli
blocking term, that will be evaluated in the following.

We determine the occupation number f(p) in Eq. (26) via
the chemical potential u, according to

& 1
P B o

3 2 Py
(2rh) eXp{B<2p— - m)J +1 ?

Using the parameters of the rank-one separable potential
given in Tab. I, the binding energies of the electron in the
negative hydrogen ion have been calculated in dependence
of the total electron density and the temperature. The numeri-
cal results for the in-medium binding energies are given in
Fig. 9. We see that the binding energy is decreased with
increasing electron density. For T=10 000 K, at the density
exceeding the Mott density n'°'=9.8 X 10?' cm™, bound
states cannot be formed.
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FIG. 10. s-wave scattering phase shifts as function of wave
number k for different electron densities n, at 7=10 000 K. For
comparison, the low-density limit (rn,=0) is also shown.

The influence of the medium on the scattering phase shifts
is obtained by solving the T matrix including the Pauli block-
ing term. Results for different densities are presented in Fig.
10. At the Mott density we observe a jump of the in-medium
s-wave phase shift 7, by 7 according to the Levinson theo-
rem.

Using the density dependent phase shifts and binding en-
ergies calculated from the in-medium Schrodinger Eq. (26),
we can calculate the scattering and bound parts of the second
virial coefficient.

The results are summarized in Tables IV and V. With
increasing density the bound part of the second virial coeffi-
cient is decreasing because the binding energy becomes
smaller due to the Pauli blocking and screening effects.

It should be mentioned that the account of the self-energy
ASE(p) would contribute to the chemical potential as deter-
mined by the normalization condition Eq. (27). If the density
of the electrons is replaced by the density of quasiparticles
that account for the self-energy shift, we also have to modify
the Beth-Uhlenbeck expression for the second virial coeffi-
cient as shown in Ref. [8]. The Beth-Uhlenbeck expression

PHYSICAL REVIEW E 82, 026407 (2010)

for the second virial coefficient Eq. (7) used here is consis-
tent with the single particle contribution given by free par-
ticles as done here. In future investigations, an improved
treatment of density effect can be performed on the basis of
quasiparticles and their corresponding screened interactions.

VI. CONCLUSIONS

For partially ionized plasmas, the cluster virial expansion
for thermodynamic functions is considered. We focus on the
contribution due to the electron-atom interaction. With the
help of the Beth-Uhlenbeck formula, the second virial coef-
ficient in the electron-atom channel is related to phase shifts
and possible bound states in that channel. In contrast to
former approaches, we give values for the second virial co-
efficient in the e—a channel that are not based on any
pseudopotential models but are directly related to measured
data. Depending on the accuracy of presently available ex-
perimental data, these exact results for the second virial co-
efficient can serve as a benchmark to test other more empiri-
cal approaches using pseudopotentials or related concepts to
evaluate the thermodynamic properties of partially ionized
plasmas.

From the theoretical point of view, the e—a interaction
amounts to a three-particle problem. At present, the most
reliable numerical solutions are obtained from variational
calculations. After comparing these results with experimental
scattering data, the second virial coefficient is presented in
the range from 5% 10° to 10° K.

The accurate calculation of the free energy excess due to
electron-atom interaction is compared with excluded volume
results that are widely used in the chemical model. This
semiempirical treatment contains the hard-core radius of the
atom as an empirical parameter. Comparing the correspond-
ing virial expansions, it is shown that a single parameter
choice for the hard-core radius cannot reproduce the non-
ideal contribution to the thermodynamic functions in a wide
region of temperature.

We also considered different empirical pseudopotentials
that can approximate these microscopic input quantities. In

TABLE IV. Results only for s wave: The singlet scattering part of the second virial coefficient

7-sc,singlet
b(lB

are calculated with the separable model.

(T,n,) for e—H interaction for different electron number densities and temperatures. The phase shifts

T [K] n,=10"% cm™ n,=10" cm™ n,=10*" cm™ n,=5x10?" cm™
5000 -0.0505 -0.0504 —0.0464 -0.1012
6000 —0.0547 —0.0546 -0.0521 -0.0764
7000 —0.0584 -0.0583 -0.0571 -0.0750
8000 -0.0617 -0.0616 -0.0614 -0.0770
9000 -0.0647 —0.0646 -0.0653 -0.0797
10000 -0.0674 -0.0674 —0.0688 -0.0825
11000 -0.0700 -0.0700 -0.0708 —0.0851
12000 -0.0725 -0.0725 -0.0729 —0.0871
13000 -0.0748 -0.0748 -0.0755 —0.0894
14000 -0.0770 -0.0770 -0.0772 -0.0917
15000 -0.0792 -0.0792 —0.0794 -0.0939
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TABLE V. The bound part of the second virial coefficient 5°°""4S"&(T ) for e—H interaction for

different electron number densities.

ae

T [K] n,=10"7 cm™3 n,=10" cm™3 n,=10>" cm™ n,=5x10*" cm™
5000 4.8698 4.8298 2.1955 0.2505
6000 2.9688 2.9506 1.6384 0.2865
7000 2.0848 2.0749 1.3154 0.3243
8000 1.5993 1.5932 1.1080 0.3529
9000 1.3013 1.2973 0.9650 0.3730

10000 1.1034 1.1006 0.8610 0.3864

11000 0.9640 0.9620 0.7824 0.3948

12000 0.8615 0.8599 0.7210 0.3996

13000 0.7833 0.7820 0.6719 0.4019

14000 0.7219 0.7209 0.6318 0.4023

15000 0.6726 0.6718 0.5984 0.4015

particular, a rank-two separable potential is introduced that
fits the microscopic data. The advantage of a properly chosen
pseudopotential is that higher order nonideality terms with
respect to the density can be calculated. For this, the on-shell
properties in the two-body channel are no longer sufficient.

Going beyond the second virial coefficient, density effects
such as self-energy shifts and Pauli blocking have to be con-
sidered. In particular, we include Pauli blocking using the
separable potential. In this way, we perform calculations for
the density-dependent second virial coefficient to cover elec-
tron densities up to near solid densities n,=10%> cm™.

Our study of the contribution of the electron-atom inter-
action is a step to the systematic evaluation of the thermo-
dynamics of partially ionized dense plasma where artificial
parameters such as a hard-core radius are obsolete. The main
ingredient, the systematic transition from the physical picture
to a chemical one, can be obtained from a quantum statistical
approach. The use of the technique of Green’s functions al-
lows for the account of higher order many-particle effects.
The generalization of the cluster-virial expansion, including
more bound states as well as excited states, is straightfor-
ward.
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APPENDIX A: CLUSTER VIRIAL EXPANSION
AND THERMODYNAMIC FUNCTIONS

We consider a system of interacting electrons (e,s,
=1/2), ions (protons i,s;=1/2), and atoms (a) in the singlet

state (S, singler=0) and in the triplet state (s, yipe=1). We ne-
glect the hyperfine splitting.

Within the cluster virial expansion, the grand canonical
partition function, (z,,z;,z,,T,V) is a function of the
fugacities, z,=efcEe ) (see Sec. II), the temperature T, and
the system’s volume V. We expand up to the second order in
the fugacities:

Az, T,V)=1+ 2,

c=e,i,a

ZCQC(T» V) + 2 Zchch(T’ V) + O(Z:) .
c,d

(A1)

Here, we have introduced the single-particle partition func-
tions Q(T,V)=(2s.+1)V/A> and the two-particle partition
functions ) ,(T,V) that are related to the interaction, A,
=(27h%/mkgT)"? is the thermal wavelength of species c.
The two-particle partition will be related below to the second
virial coefficient. From the partition function, we can directly
derive the pressure P in the system,

P(z.,T,V) = %ln Q(z,,T,V). (A2)
Replacing the partition function by Eq. (A1) and expanding
again up to second order in zf, we arrive at

P(z..T,V) 25+ 1 1 < 1 )
= .+ — Q. —=0.0
kT g Ag Ze % ZchV cd yhe d
2s.+1 ~
+ O(Zg) = 2 A3 (Zc + E Zczdbcd> + O(ZS) .
c c d

(A3)

We have introduced the second virial coefficients I;Cd

2 Q,-10

=230+1( cd™ 2%
. A =

pressions b ,= mbcd.

The thermodynamic functions of the partially ionized hy-
drogen plasma are derived from the grand canonical poten-
tial Eq. (A1). First, we evaluate the number densities of each
component,

2)/'V that are related to the symmetric ex-
3
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( J In Q(zc,T,V)> ( J P(zc,T,V)>

=2z, e — =z\T— | .

9z 14 TV 9z, kT TV
(A4)

In terms of the second virial coefficient, evaluation of the
derivatives with respect to the fugacity yields

25+ 1
lzc + 22 T2 3 A3

d

2s, +1

ne=

bog+ O(zi)] (A5)

c

In the first terms of Eq. (A5), we recognize the partial den-
sities of the ideal (non-interacting) system, n.;q=(2s,
+1)z,/ A2,

Next, we evaluate the entropy density of the partially ion-
ized plasma (z,. is a function of u, and T),

Sz T.V) | dP(z,T,V)
v o oT

2V

P { In Q(z,,7, V)]
T T vl
_PeaTV) | kLT{ J1n Oz, T.V)

T v aT } - (A6)

After some lengthy manipulations we obtain the result

5P (25, + 102,24 Ib o T)
2=k Inz, +k
27 e neinzt ks Ed: A3 T

(A7)
The density of internal energy follows from the relation

U(z.,T,V) TS
—v -yt E Ml

(2S + I)ZCZdabN.d

2 p S 4 kS, et i Py

2 2” B 2;‘ ABar
(A8)

Finally, we find for the free-energy density f(n,,T)=F/V af-
ter eliminating z, with Eq. (A5)

U 15

’T -, = ccP
f(ne,T) = y Ty T &M

A
=k n | In e 14 gE©
. s

+1

c

- kBTE ncndbcd (A9)
cd

that coincides with the expression Eq. (3).
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APPENDIX B: T-MATRIX FOR SEPARABLE POTENTIAL

We consider the low density limit n,A2<1, where the
T-matrix equation [51] for a separable potential reads:

T(p.p' ,E) = V(p,p") + 2 V(p,p") T(p".p',E).

pH p_ _ E
2m

r

(B1)

If we consider a rank-two separable potential Eq. (15), we
obtain the following expression for the T matrix:

T(p,p',E) = Nywi(p)wi(p") + Nyw,(p)w,(p')

d3p/r , 1
+)\1W1(P)f (27T)3W1(P )p"2

—-E
2m,

T(p".p'.E)

d p " 1 " !
+Nowo(p) f (277)3W2(P )p,,z T(p".p'.E)

—-E

2m,

=cywi(Pwi(p") + cowa(p)wa(p”)
+ Wi (PIwa(p') + coywa(p)wi(p'), (B2)
with

p " 1 " "
Cij=Ni0;+ Aif (277)3Wi(p ) P (Cle1(P )+ Czjwz([? )

—-E

2m,

(B3)

This set of equations can be simplified if we introduce the

integrals ;;(E)= [ 225 oF 72 Ecijwi(p”)wj(p"):

2mr
C; '—)\ 5 +)\111(E)Clj+)\112(E)C2] (B4)

Finally, after some mathematics, we obtain the T matrix in
the following form:

T(p.p'.E) = De t(E) {OnLT =Nl (E) Iw i (p)wi(p")
+ Mol 1= NiZ41 (E) wa(p)wa(p')
+ NNl R(E)w (p)wy(p”)
+ NNl (E)wo(p)wi(p')} (BS)
where
Det(E) =[1 = NI (E)][1 = Nolyo(E)] = Mol 1o(E) Iy (E).
(B6)

Using properties of the T-matrix, the binding energy E, can
be obtained from the equation Det(E,)=0.
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