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A method is presented for system identification of spatially extended systems with structural inhomogene-
ities of local dynamics and additional long-range links. The proposed identification procedure is based on
steady-state stabilization and is illustrated with an inhomogeneous two-dimensional grid of coupled FitzHugh-

Nagumo models.
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I. INTRODUCTION

Many physical and biological dynamical systems are spa-
tially extended and exhibit cooperative wave patterns as well
as high-dimensional chaotic attractors. Examples for this
kind of complex dynamics are (interacting) spiral waves in
brain, heart tissue, or other excitable media [1,2]. In some
cases, the structure of these mathematical models can be de-
rived from first principles (e.g., for chemical systems like the
Belousov-Zhabotinsky reaction) and only some model pa-
rameters have to be determined from experimental data. Of-
ten, however, even the structure of the models is not or only
partially known and has to be identified using observed data.
For both tasks, structure identification and parameter estima-
tion, several methods have been suggested based on nonlin-
ear regression [3], state space reconstruction [4-7], perturba-
tion [8-10], or synchronization [11-14].

To cope with the complexity of the modeling task, the
underlying system usually is assumed to be homogeneous. If
the system is inhomogeneous in the sense that some param-
eters vary (slowly) as a function of spatial location, this kind
of parameter inhomogeneity can be taken into account by
including suitable functions of space in the model ansatz.
More difficult to identify and to model are structural inho-
mogeneities which occur, for example, due to long-range
connections between different (remote) locations in the spa-
tially extended system introducing additional coupling. Such
long-range links occur in many natural systems [15-19] and
have a strong influence on the dynamics of the full system
[20-23]. Therefore, correct identification of these long-range
links is of crucial importance for correct modeling.

In this paper, we propose a control based approach to
reveal both the local dynamics and the connection topology
of systems with additional long-range links. With this
method we first stabilize a stationary state (at least in some
region) and then exploit the dependence of the equilibrium
on control parameters. In this way we obtain all relevant
information to identify the underlying dynamics as well as
coupling structure. The suggested estimation method can be
applied to all systems where the required perturbations are
feasible, including coupled circuits, chemical oscillators
[24,25], and quantum-dot networks [26].

In order to introduce a general formalism we shall con-
sider in the following spatially extended systems that can
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(approximately) be described by (large) sets of ordinary dif-
ferential equations (ODEs). This format occurs naturally for
systems with some underlying cell structure and may in gen-
eral be achieved mathematically by any spatial discretization
scheme (e.g., the method of lines [27]). Such spatially dis-
crete system may also be considered as a network, in particu-
lar if long-range connections exist in addition to local (dif-
fusive) coupling. From this point of view we shall analyze in
the following networks of interacting dynamical systems
given by

X =fix) + > aij[hj(xj»r,-_,-)_hi(xi)], (1)

jeVijti

where dot denotes temporal derivative; ieV with
V:={1,2,...,n} being the set of  vertices;
x;=[x;1,Xp,....x;x]T € RV is the state vector of node i;

fi:RN—=RN describes the local dynamics of node i; and
h;j:RN—R" is the coupling function from node j to node i.
For generality we also include some interaction delay 7;,(z)
which is a function of time and concerns the coupling from
node j to node i, with x j’Tij(t) :=x(t—7;;). We assume that the
mappings f; and h; are Lipschitzian, that is, there exist posi-
tive constants Ly, and Ly; such that |[f;(y)—f;(x)|| =L, ;|ly—x||
and [[h;(y)—h(x)| =< L,ly—x|, for all i and j, where |.|| de-
notes the Euclidean norm. The parameters a;; are elements of
the adjacency matrix A=(a;;) describing the topology of the
network connections (with a;=1 if there exists a linkage
from the node j to the node i, and a,»J:O otherwise). The
in-degree and out-degree of node i are defined as
D=3 y sty and D?"s= 3y 2iay, respectively. A net-
work is balanced if the in-degree of any node is equal to its
out-degree. Many real networks are balanced such as net-
works with symmetric connectivity. It should be remarked
that if the subscripts i and j represent the ith element and the
Jjth element, respectively, then Eq. (1) can be used to describe
very general spatially extended systems.

In the following, we shall suggest a system identification
method based on steady-state stabilization. To stabilize a
steady state, we add the control signal u; to the right-hand
side of Eq. (1) such that the controlled network [Eq. (1)] is
described as
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X =filx;) + E

jeV.j#i

aij[hj(xj,rij) —hi(x)]+u;, (2)

where i € V and u; are control signals to be designed. For
simplicity, here the control signals u; are designed as

u=-0(x;-%;), ieV, (3)
where control gain 6 is a unique value for each node and
constants X;, are used to track the network system to a point
of equilibrium.

In the following, we shall focus on the question how to
choose control gain @ and parameters £;, such that: (i) local
dynamics f; can be estimated with high accuracy; and (ii)
topology of the network [Eq. (1)] can be identified in terms
of an estimation of all elements of the adjacency matrix
A=(a,~j).

This paper is organized as follows. Section II gives the
method to identify the local dynamics and connection topol-
ogy of a quite general network of interacting dynamical sys-
tems. After that, we apply in Sec. III the proposed system
identification method to a class of spatially extended systems
based on this suggested method and illustrate it with an in-
homogeneous two-dimensional (2D) grid of coupled
FitzHugh-Nagumo models. Finally, we discuss the presented
results in Sec. IV.

II. METHOD
A. Steady-state stabilization

The following steady-state control assumption provides
the foundation of local dynamics estimation and topology
identification.

Assumption 1. There exists a threshold 6, such that when
6> 6. and any bounded X, are used, the system [Egs. (2) and

(3)] is globally driven to a steady-state (x;,X, ... ,X,;), sat-
isfying
> aiilh(x;) —hix;)]= 0x;,— %) - filx;;), VieV.
jeVij#i
(4)

Remark 1. System [Egs. (2) and (3)] can be rewritten in a
compact form,

X=HX.X

Tip?

X )= 00X =Y, (5)

with X=[x] ,xJ , ... T]T and Y, [.f]TS, AT]T Note that
the function H is L1psch1t21an since the functlons JSiand h;
are Lipschitzian. Then, it is clear for system [Eq. (5)] w1th
any bounded parameters X;, that when sufficiently high gain
6 is used, there exists a Lyapunov function decreasing along
the (steady-state control) error trajectories monotonously;
and there exists a solution (x,,X,;, ... ,X,,) satisfying Eq. (4)
by the Theorem 1 in Ref. [28]. Therefore, Assumption 1 is
not really a restriction in practice. Furthermore, in the con-
text of pinning control [29,30], our method can be extended
to stabilize a network by perturbing only partial nodes of the
whole network.
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B. Upperbound of tracking errors ||x;,—X;||

Equation (4) can be rewritten as

G(Xs) = G(Xs - Ys)’ (6)
where [xh,... ”T]T S:[xlTs,...,x,Tx]T, and G(X,)
RN LR PR Bt

+Ejgv,j#,<a,»j[h (x )—h;(x;,)]. Then one has

1
v = v e
1 T
1 T
+ EH(XA‘ - Ys) [G(Xs) - G(Ys)]H
1 1 o
= t_9”XS - Y| X [G(Yy)| + 52 Lyfeis — %3]

L21||xts 15”

1
+ 792 |5 — 2l E

jeVj#i

1 N .
+ (‘92 lbess =2l > aiLy e — 2|
i jevjti

1 L
= X -y <6yl + =X, - ¥

j 1
where LG=maXl~[L1,~+D;”L2i+ EE]‘EV,jqﬁi(aijsz'f'ajiLzl‘)].
It follows that when 6> L is used, one obtains

6l

”Xs - Ys” =
0—Lg

™)

C. Identification of local dynamics

We now show that steady state Eq. (4) can be used to
estimate the functions f; (describing the local dynamics) of
balanced networks, if the equilibrium points x;; are measur-
able. Our idea is very simple and is based on the following
facts: (i) the sum of the left hand side of Eq. (4) over node
index i is zero for balanced networks; and (ii) since f; is
Lipschitzian [i.e., @)=L lly-x x;,—X;) domi-
nates the term 6(x;,— x) —fi(x; ) +fi(%), When 0> L,; is used.
The detailed analysis is the following.

We sum Eq. (4) over node index i and obtain

F= 2 E aij[hj(xjs) —hi(x;)]= E 0(x

ieVjeV,j#i ieV

i~ xAis) _fi(xis) .
(8)

If the diffusion operator represents a balanced network,
then the left hand side of Eq. (8) vanishes,
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F=E 2 aijhj(xjs)_zhi(xis)( 2 aij)

ieVjeV,j#i ieV jeVij#i

= 2 hj(xjs)( 2 aij) - 2 hj(xjs)( E aji)
jev ieVi#j jev ieV,i#j

= E hj(xjx)( 2 ajj— E aji) =0.
jev ieV,i#j ieV,i#j

Therefore, Eq, (8) yields
0= [0(x;— %) —fi(x;)]
ieV
= 2 [0(x;s — %) —filx;) +fi(X) = fi(%)],
ieV
resulting in
Efi(-x?i) = 2 [6(x;s — %) = filx;) +fi(X)].
ieV ieV

Because f; is Lipschitzian (i.e., [[f;i(y)=f;(x)|=Llly—x
where L;; denotes the Lipschitz constant of f;), we obtain for
9 > L 1i

>

2 fil#) = 2 6xi~ %) )
ieV ieV
Now we assume that a data-pair (c;,fi(c;)) is known for
all k (for example, ¢, =0 and f,(0)=0). Then, for any given i,
setting ¥;=c, for k# i in Eq. (9), we obtain

[i@) =2 0, -%) - X fileo, (10)

keV keVk#i

where all x, are functions of X; and f; is an estimate of f;. In

this way we can approximate f; by f, by gradually changing
X; in a desired range to scan the underlying functional rela-
tion. Even if I'=3; _y,.fi(c;) is unknown, we can at least

estimate the shifted mapping f,-+I‘.

In order to obtain an approximated (nonshifted) mapping
[:» one has to estimate I". To do so, particular function values
Ji(cp) have to be known, only, where the ¢, for all k#i can
be chosen freely. In practice, if each node can be separated
from the full system by some proper (physical or chemical)
operations, the equilibrium point of each individual node can
be stabilized and thereby identified by delayed feedback con-
trol [31,32]. In this case, one may exploit the values of func-
tions f} at the equilibrium point.

On the other hand, if only I' is unknown then one may use
the model which has been detected so far (i.e., the local
dynamics f; and the coupling) and use it for short time pre-
diction of the measured time series of the observable vari-
ables. One may vary I' and plot the (averaged) prediction
error versus I'. At the “right I there should be a (global)
minimum. Based on the above principle, one can also esti-
mate the value of T'.

D. Topology identification

We now show that all elements of the adjacency matrix
A=(a;;) can be estimated by two pinnings with control sig-
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nals [Eq. (3)] with different £,,. For the €th pinning, the
control signals actually read

u=-0x-29), iev, €e{1,2} (11

with

(€) _

z:’, for k=j,

) =1" - (12)
0, otherwise.

Here and hereafter the superscript () denotes the ¢th steady-
state control.

One can easily conclude from Assumption 1 that when
6> 0. is used, the network can be driven to a steady state for
each pinning. For the €th pinning, the steady state Eq. (4)
becomes

ailh @) = hi(0)]+ - AL = 6x)

is >

Vie V\{}.
(13)
where ;=3 v 4 aulhi(0)—h,(0)]+£0); and

A = fi#0) - fixl)
+ 2 @) - b)) - myEY) + R(x(D)].

jevij#i
(14)

Subtracting Eq. (13) for €=1 from that for €=2 yields for
ie V\{j}

aljpj+’m'lj= aﬁl, (15)

where

Pj=hj(1;2)) _hj(zj('l))’
1 2
Wij=A,(' )_AE )’

,Bij=x§s2)_x(])- (16)

We now show that the above Eq. (15) can be applied for
topology identification, if sufficiently high 6 is used. This
method is based on the following facts: (i) the upper bound
of ||AY)|| decreases with @ since f; and h; are Lipschitzian and
the upper bound of the tracking error ||X,— Y| decreases with
the control gain 6 [cf. Eq. (7)]; and (ii) for a given j, the
values of a;;p; corresponding to a;;=1 are distinguishable
from that corresponding to a;;=0, for all i € V\{j}. The de-
tailed analysis is the following.

Since the vector Eq. (15) actually contains N equations,
we can estimate the elements a;; from any one equation, say

ij
the mth equation of Eq. (15), given by

with

m m A m
n=pis Nj=wy 8= By (18)
wherein the superscript " denotes the mth element of vector.

It follows that Vi e V\{},
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A ’ .
| 6S; | corresponding to a; =0 |¢95";,3 | corresponding to a;, =1

—t— ——t—
0f, 1€ G 1,
% l7;1-€ I |, |1+&
FIG. 1. Diagram of set I, containing all elements |6S; d‘ corre-
sponding to a;;=0 and set I; containing all elements |GS | corre-
sponding to a;;=1.
ni+\;;, for a;=1,
os=1 " " Y (19)
)\ij’ for a,-j=0.

This implies that if one can distinguish the values 7;+\;; and
A;j, then one can identify the element a;; correctly.
On the other hand, it is clear that

AL = Ly bl - x (0l

+ > aij(L2j||-’2§
JeV,jti

xi )+ Lol —xi)

E aij(LZj +Ly)

jeV,j#i

] [elel]

<[s 2t
— LG

QGO
0-Lg

where Eq. (7) and a;=0 for all
YO=[@EDT, @), ... @) TIT; and

Qmax::maxieV{[Lli+ > ai_j(L2j+L2i):|}~ (21)

JjeV,j#i

i#j are used;

It follows from definitions (16) and (18) that

N =e (22)
where
QG|+ |Gy
o GullGUO G
0L
One can conclude from Egs. (19) and (22) that Vi
e W{j}
0,e], for a;;=0,
|65 e (0] ! (24)
4 [|77]-|—8, | +¢&], for a;=1.

This implies that all values |0S | can be divided into two
sets I, C [0, e] containing all elements |0S | corresponding to

;=0 and I, C[|7;|-&,|7;]+&] containing all elements |QSU|
corresponding to a;;= 1 as shown in Fig. 1. As a result, if one
can discriminate sets I, and I, then one can identify all
elements a;; of the connectivity matrix.

One can easily find from Fig. 1 that if

7] > 3e

or equivalently
30mIG )+ GO
| 77j|

then the distance between sets I, and I, is larger than the
maximal value of set I, [33]. On the other hand, it is easy to

+Lg, (25)
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see from Eq. (23) that the value of & decreases with 6. As a
result, the critical point of set I, (namely the point with the
maximal value of set I;) decreases with @ but that of set I,
(namely, the point with the minimal value of set I,) increases
with 6.

To summarize the above analysis, if condition (25) is ful-
filled, then one can distinguish sets I, and I; by the following
set discrimination based topology identification algorithm
(SDTIA):

Step 1. Calculate elements OSiAj for all i # V\{j} using defi-
nition (17).

Step 2. Order (or arrange) all elements |GSiAj| in an ascend-
ing sequence and obtain a new sequence {b;} with b;<b,,,
for i=1,2,...,n-2.

Step 3. Determine the critical point sequence number i, of
set I} by the rules: (i) b;—b;=2(b; —b,), Vi>i; (ii) b;_de-
creases but b,-( 41 increases with 6.

Remark 2. Estimating topology by SDTIA actually in-
cludes the following five steps: (i) driving the network to
steady-state twice by the control signals [Eq. (11)]; (ii) mea-
suring the  corresponding steady-state ~ response
(x(f? ,xé‘? X (6)) of each node for each pinning; (iii) calcu-
lating elements |HS”| glven by Eq. (18) for all i € V\{j}; (iv)
arranging all elements |6’S | in an ascending sequence and
obtaining a new sequence {b} with b,=<b,, for
i=1,2,...,n-2; and (v) estimating all connections starting
from node j by determining the critical point sequence num-
ber i, in the light of the rule described in SDTIA.

Remark 3. There exists a critical value 6, such that if
60> 6., the maximal value of set I, decreases with @; the
minimal value of set I, increases with 6. This feature can
also be applied to identify both sets I and I,. In practice, one
can first choose a small control gain # and then increase 6
gradually until the distance between sets I and I, is larger
than the maximal value of set I,. In this way one can always
find a proper control gain 6. Furthermore the performance of
topology identification also depends on the value of 7.
Many numerical experiments have shown that both the maxi-
mal value of set I; and the minimal value of set I, increase
almost linearly with |7,
increasing rate than the latter and thereby the distance be-
tween sets Iy and I; is almost linearly increased with 6. This
feature can also be applied to topology identification. In
practice, one may apply the trial-and-error method for choos-
ing a proper 7; such that the distance between sets I and I
is larger than the maximal value of set I,

III. EXAMPLE: COUPLED FITZHUGH-NAGUMO-
SYSTEMS

As an example to illustrate the identification methods in-
troduced in Sec. II, we shall consider now an inhomogeneous
spatiotemporal system given by a 2D grid of coupled ODE:s.
The ODEs describe the local dynamics of coupled elements
on a 2D grid G=[1,...,N,]X[1,...,N,] (with von Neu-
mann boundary conditions) where the state evolution of each
node (i,j) € G is governed by

026108-4



INFERRING LOCAL DYNAMICS AND CONNECTIVITY OF...
Xij =fi,j(xi,j’yi,j) +D;;, (26)

Vij=8ij(Xij»yij)- (27)

The diffusion operator

Di,j= E

a(i,j),(kl,kz)[hkl,kz(xkl,kz) —h; j(x; )] (28)
(kyoko) # (i)

is defined in terms of a general coupling function 4; ; and acts
here on the first variable x only. Generalizations to more
complex diffusion operators (acting on all state variables or/
and appearing in all evolution equations) are straightforward.
The parameters aj; j ( x, describe the connectivity of the
medium (with (i j) (k) =1 if there exists a connection from
site (ky,ky) to site (7, /), and ag ) x, +,)=0 otherwise).

The local dynamics of the system of coupled ODEs is
given by FitzHugh-Nagumo (FHN) models [21]

fi,j = (xi,j - X,'B,j/3 - yi,_,‘)/fi,j, (29)

8ij= fi,j(bi,jxi,j = YijYijt IBi,j)7 (30)

with €; B 7, and b;; uniformly distributed in
[0.08 0.18], [0.6 0.8], [0.4 0.6], and [0.8 1.2], respectively.
In the following, Ny=N,=100 and 7, ;(x) =x. This system
of ODEs describes a reaction-diffusion system modeling
excitable and oscillatory media. Without long-range
connections the diffusion is given by an approximation
[Xio1 X1 j+%; o1+, o1 —4x; ]/ A? of the differential opera-
tor V2x where A denotes the step size of spatial discretization
[34]. In addition to the nearest neighbors coupling further
long-range random connections between remote elements are
established with probability p.=0.01 in order to render the
system structurally inhomogeneous, as shown in Fig. 2(a). In
this way we obtain an inhomogeneous spatiotemporal system
with small-world [20-23] coupling structure that has to be
identified, and its spatiotemporal dynamical behavior is plot-
ted in Fig. 2(b). It should be remarked that this system can be
considered as a particular example of system [Eq. (1)].
Therefore, the suggested identification method using steady-
state stabilization is applicable to system [Egs. (26)—(30)].

A. Steady-state stabilization

To stabilize a steady state in some region R, we add the
control terms

uf,lj) =- 6()6” - Wz(,ll))’ (l’]) € Rc c G,

== 0;-w?). (j)eR.CG (1)
to the right-hand side of Egs. (26) and (27), respectively.
Here R.C G is the set of sites accessible, and the uniform
control gain ¢ and constants wl(.’lj) and wg?j) will be specified
below.

Experimentally, a computer may sample and record si-
multaneously the measurable variables of all sites in R,
through a multichannel analog-to-digital converter and
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T~
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20 40 i 60 80 100

FIG. 2. (a) Lines represent long-range random connections be-
tween remote sites with probability p.=0.01 where the highlighted
(thicker) line shows the connection from site (79,86) to site(14,40).
(b) Snap shot of excitation waves of the inhomogeneous FHN me-
dium [Egs. (26)—(30)] showing x; ;(f) in grayscale.

generate the control signals [Eq. (31)] by a multichannel
digital-to-analog converter, which will be fed (or injected)
back to the system.

It has been shown above that system [Egs. (26)—(28)] can
be driven to some stationary state (x; ;=y; ;=0) using control
signal [Eq. (31)]. This control can also be restricted to some
local areas to drive only some part(s) of the extended system
to stationary dynamics, as illustrated in Fig. 3.

B. Local dynamics estimation

We first show that steady-state stabilization is applicable
to local dynamics estimation. In this case, Egs. (26)—(28)
under the control signal [Eq. (31)] reduce to

fi,j(fi,j,)z',j) =-D;;+ 0()75,1' - Wg,lj))’ (32)

gi,j(fi,jji,j) = 0()71‘,]' - W,(,zj))- (33)

Here and hereafter, the superscript

ing steady-state response.
Functions g;; can be estimated by Eq. (33), if one first

changes parameters w') and wf-zj) and then obtains the data-

ij f
pair sets {(¥;;,5;,), ﬁ(fiy_i—wg’zj))} representing the functional

denotes the correspond-
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20 40 60 80 100
]

FIG. 3. Snap shot of excitation waves of the (controlled) FHN
medium (26)—(30) showing x; ;(¢) in grayscale, when control signal
[Eq. (31)] is wused, with: (a) 6=100, R,.=[38,39,...,62]
X[38.39,....62] (circle frame), wi!)=w{?=0; and (b) 6=100,
u?=0, R.=[74,....84]x[81,....91]U[9,...,19]X[35,....45]
(circle frames), wl(!l].)=w§,2j)=0. Aregion R, (star frame(s)) (a little bit
smaller than R,) is driven to some stationary state.

relation of g, ;. To estimate the functions f; ;, we sum Eq. (32)
over element index (i,;) and obtain:

E fi,j(fi,j,yi,j) == 2 D;;+ E 9(551',1' - Wz(',]j))- (34)
(i.j) (i.)) (i.j)
As shown in Sec. II B, for balanced spatiotemporal systems,

the first term of the right-hand side of Eq. (8) vanishes.
Therefore, Eq. (34) yields

= = = 1
fi,j(xi,j’yi,j) = 9(xi,j - Wl(',j)) -T'+ E
(ky.kp)#(1,7)

noLe - -
+ fkl,kz(wl((l?kz’wl(cl?kz) = S iy Bty T, 1)1 (35)

= (1)
[0k, 1, = Wi k)

where F=E(kl,kz)#(i,jlfkl,kz(will?kz’Wizl?kz)-
It has been shown in Sec. II B that if the control gain 6 is

large enough, then

Fi@ i)+ T= 2 0 - wih),  (36)
(ky.ky)

and the value of f; ;+I" at the resulting steady-state response

(X;;,3:;) (depending on the values of ¢ and parameters ng)
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Z55Ts

~ et
“ 40 TR
” 225>

2 20 0550509526 0 S0 e v,

C s

o SIS oe7
=0 TSRS
o SRR
3 RIS
2 20 SRS T o2
© SIS SEo
£ SGSIIIRAEA
= LA
F Y .
wi S

1 ez -1

Estimation error surface

FIG. 4. Estimation of local dynamics at site (45,49) of the FHN
medium [Egs. (26)-(30)] where the unit of the quantity being plot-
ted in each axis is arbitrary. (a) Estimated fys 49 and (b) estimation
errors caused by the approximation leading to Eq. (36). To obtain
this result, we scanned with (wf}),wﬁf)) the area [-2 2]X[-2 2]
with step size 0.2 and measured the resulting steady state (sy,s,).

and wg?j)) can be estimated. In this way, function f; ;+I" can
be approximated by first performing a series of steady-state
controls and then achieving a series of data-pairs
{()'Zi,j,ii,j),E(kl,kZ)H(Ykl,kz—w,(cll?kz)} to represent the approxi-

(1)
ij and

mated functional relation, where we fix parameters w
w}?j) (with freely chosen values) for all (k;,k,) # (i,j) and we
scan the values of (wf’li),wf-’zi)) on a 2D grid with suitable step
size. If the constant I' is known [35], we can estimate the
function f; ;.

If stabilizing the full system is not possible (or allowed), a
sequence of measurements may be performed where only
small regions are stabilized and the remaining system is not
controlled. In this way one may identify the whole system
structure by collecting and combining information obtained
from many small regions. This approach is illustrated in Fig.
3, where some local area R; is driven to a steady state by
applying control to a slightly larger region R.. This example
shows that the suggested technique is robust and can be ap-
plied to estimate the local dynamics of sites in any subnet-
work R, where remaining regions of the system are not per-
turbed. As a representative example Fig. 4(a) shows the
estimation for fs 49 Which is recovered with high accuracy
[see errors in Fig. 4(b)], where #=800 and w,(cll?,(z:w;(z?k =0

for all (k;,k,) # (45,49) which in combination with Eq. (29)
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leads to I'=0 and hence the nonshifted fys49 can be esti-
mated using Eq. (36).

C. Connection topology estimation

We now show how to apply SDTIA for topology estima-
tion of the spatially extended system [Egs. (26)—(30)] as a
representative example, and restrict ourselves to the case in
which only the x-variable is accessible (i.e., uE?:O) [see Fig.
3(b)] and show that driving the medium to two different
stationary states by local control signals [Eq. (31)] enables to
infer connections starting from any element (m,n) € R,. In
this case, Eq. (32) still holds, as illustrated in Fig. 3(b). For
the €¢th stationary state control, we set

1 _ ﬂ;(f,);ls for (ky,ky) = (m,n),

Wik, = (37)

0, otherwise,

where € €{1,2}. Then we obtain from Eq. (32) that

Gy imml P10 = i (0) ]+ D, = ALY = 6%, (38)

L]
where the superscript () represents the ¢th control; and

D =£(0,00+ X

a(i )k ey Utk e, (0) = 1 J(0)],
(k)% (m.n). )

¢ 0 (¢
Al(-,j) =£;,(0,0) _fi,j(jc_g,j)’y)g,j))

+ ) mm (T = o n(E00) = By (0) + By (7)1

+ > A ).k, ko) Pk, 1, (0) = hkl,kz()?;(?kz)
(ky.kp) # (m,n),(i.j)
- hi,j(o) + h,j(ff?)]
Subtracting Eq. (38) for €=1 from that for €=2 yields
V(i,j)# (m,n),

A j).(mmVman + €0 omm) = 080 j) (mm)> (39)
where
2 1
Umn= hm,n(n;(n,)n) - hrn,n( 771(11,)n ’
_AD_ A
€(i.j).m.n) = Ai,j - Ai,j ’
2 1
diij oy = %5 — 5.
It follows

€(i.j).(mn)> for A j).(mn) = 0

od.. - =
(i.j),(m,n) Opnn + €0y m)» for a(i,j),(m,n)zl

k)

(40)

which implies that all values [6d(; ;) (,..,| can be divided into
two sets: I containing all elements |¢9d(,-, j),(m,n)| correspond-
ing to a;=0 and I, containing all elements |6d; j .| cor-
responding to a;=1. Therefore, if one can distinguish the

sets I and I, then one can identify the parameters agi.j) (mn)-
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FIG. 5. Estimation of connections starting from site (79,86) as a
representative site of the FHN medium [Egs. (26)—(30)] with addi-
tional remote connections shown in Fig. 2(a) where there exist five
connections starting from site (79,86), including four nearest neigh-
bor connections plus the remote linkage from site (79,86) to site
(14,40). (a) For each 6, we plot |6d(; j) (798¢ Vertically, as shown in
the dashed frame for #=40, where the quantity being plotted in
vertical axis has arbitrary unit but that in the horizontal axis has no
unit; (b) For each vg g6, we plot |6d(; j) (79 56)| vertically, as shown
in the dashed frame for v;9g6=0.4, where the unit of the quantity
being plotted in each axis is arbitrary. There the values |6d(; j) (70 36)|
corresponding  t0 ;) (79.80=1 and those corresponding to
ag j),(79,86)=0 are plotted with A and O, respectively; the upper and
lower solid lines are formed by linking all critical points of the sets
I, and I, respectively.

As shown in Sec. II D, there exists a critical value 6, [36]
such that if 6> 6., then one may distinguish both sets I, and
I, since, in this case, the distance between the sets I and I,
is larger than the maximal value of set I,. This is illustrated
in Fig. 5(a) where #,~7.5. Furthermore, the maximal value
of set Iy (O) decreases with 6 and the minimal value of set I,
(A) increases with 6. The performance of topology identifi-
cation also depends on the value of v, ). In particular, both
the minimal value of set I} and the maximal value of set I,
increase almost linearly with v, ), but the latter has much
bigger increasing rate than the former, as illustrated in Fig.
5(b) where 6=100. All above features may be applied to
discriminate the sets I and I;.

IV. DISCUSSION

The suggested topology estimation method is applicable
to any spatially extended system (including unbalanced sys-
tems). For unbalanced systems, the term -2, ;D; ; will appear
in the right-hand side of Eq. (36) and distort the estimation
of function f;;+I'. In this case, if there exists a balanced
subnetwork containing the element (i,;), Eq. (36) may still
be used to estimate f; ;+I" by driving the balanced subnet-
work to steady states, where the summation in the right-hand
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side of Eq. (36) is over only the elements of the balanced
subnetwork.

It should be remarked that the suggested topology estima-
tion method is applicable to weighted systems [Egs.
(26)—(28)] where A(ij).(kyky > 0 if there exists a connection
from site (k;,k,) to site (Zi,j), and a(; ) x,+,)=0 otherwise.
Indeed, in this case, the value of v, , in Eq. (39) reads
Um,n=a(i,j)»(m,n)[hm,n( ng,il)_hm,n(ng,)n)]- Again’ one may iden-
tify the connections starting from site (m,n) by distinguish-
ing sets I (containing all elements |6d; j>,(m,n)| corresponding
to a;=0) and I, (containing all elements |6d(; ) ., .| corre-
sponding to a;;>0). However, one in general cannot identify
the values of parameters a; j) , ,) themselves.

We have introduced a control based method to system
identification of spatially extended systems and networks
with inhomogeneous local dynamics and additional long-
range connection topology and with any boundary and initial
conditions. The method is applicable if the required observ-
ables are available and if the system can be stabilized to a
steady state. If stabilizing the full system is not possible, a
sequence of measurements may be performed where only
small regions are stabilized and the remaining system is not
controlled. In this way the whole system structure can be
identified by collecting and combining information obtained
from many small regions. The required effort to apply the
control based identification method depends on the size of

PHYSICAL REVIEW E 82, 026108 (2010)

the full system, the size (and number) of local regions where
control is applied (potentially in parallel), the transient time
until the controlled region is at the steady state, and the noise
level (if the noise is too strong one has to repeat measure-
ments).

We demonstrated here the suggested identification method
for extended systems given by coupled ODEs. Such systems
of ODEs may be the result of some discrete physical descrip-
tion (for example, on a cell level) or be the result of an
approximation [27] of some underlying PDE. In this sense
control based identification provides a general tool for cop-
ing with inhomogeneous systems with (partially) unknown
dynamics and possible long-range interaction links.
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to the minimal distance between any two points which are  [36] In practice, one can first choose a small gain 6 and then in-
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