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Microscopic approach to the kinetics of pattern formation of charged molecules on surfaces
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A microscopic formalism based on computing many-particle densities is applied to the analysis of the

diffusion-controlled kinetics of pattern formation in oppositely charged molecules on surfaces or adsorbed at
interfaces with competing long-range Coulomb and short-range Lennard-Jones interactions. Particular attention
is paid to the proper molecular treatment of energetic interactions driving pattern formation in inhomogeneous
systems. The reverse Monte Carlo method is used to visualize the spatial molecular distribution based on the
calculated radial distribution functions (joint correlation functions). We show the formation of charge domains
for certain combinations of temperature and dynamical interaction parameters. The charge segregation evolves

into quasicrystalline clusters of charges, due to the competing long- and short-range interactions. The clusters
initially co-exist with a gas phase of charges that eventually add to the clusters, generating “fingers” or line of
charges of the same sign, very different than the nanopatterns expected by molecular dynamics in systems with
competing interactions in two dimensions, such as strain or dipolar versus van der Waals interactions.
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I. INTRODUCTION

Patterning of surfaces is of paramount importance in bio-
technology [1,2]. In particular, charged patterns generated by
the adsorption of cationic and anionic molecules on surfaces
and on membranes made of cationic and anionic components
is of great importance in electrochemistry and biophysics.
The surface structural properties of these charged systems
are of interest because surfaces and interfaces are highly
catalytic [3-7]. Furthermore, charged components on sur-
faces generate functionality [8] including helicity [9], as well
as ionic faceting [10]. Surfaces with ionic components have
the unique advantage to be readily modified without me-
chanical intervention by simply changing the ionic condi-
tions and/or pH values. For example, in flat surfaces dense
systems of cationic and anionic molecules form a large vari-
ety of charged patterns [11,12], which are modified by
changing the ionic strength. Moreover, when a charged mol-
ecule approaches an ionic interface, the surface ionic com-
ponents redistribute themselves accordingly so as to induce a
strong polarizability on the approaching charged molecule,
which in turn breaks the symmetry of the molecule as well as
the surface ionic pattern [13].

Periodic and spatially organized surfaces are a result of
competing interactions, and they occur in different systems
that include magnetic systems [14,15] or asymmetric mol-
ecules with dipolar interactions [16], in block copolymers
[17] and in system undergoing chemical reactions [1,18]. In
particular, patterns of ionic components on surfaces can have
a much richer phase behavior, given that the long-range in-
teraction can propagate through the media in the third dimen-
sion, in addition to their tuneability using external condi-
tions, including the presence of an electric field. As such,
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pattern formation and phase separation in surface and inter-
facial systems of oppositely charged molecules are of funda-
mental importance not only in biological membranes but also
to generate functional devices. Indeed, patterns of positively
and negatively charges on surface have been generated and
analyzed for a large variety of applications [19]. In dilute and
semidilute ionic conditions as well as in the presence of van
der Waals or other short-range interactions existing among
the adsorbed ionic components, a large variety of ionic pat-
terns on surfaces, which co-exists with dilute ionic solutions
on surfaces, can be induced [20]. Tonic pattern of mixed
nanoparticles also produce patterns characterized as Lieseg-
ang Rings [12]. Charged patterns are also observed using AC
external fields [21].

Currently, most theoretical works on pattern formation
and phase separation in condensed matter focus on tech-
niques performed at the mesoscopic level where particle dis-
tributions are defined by the concentration fields [18,22].
Along with simple analytical methods, molecular dynamics
(MD) simulations are also used, for instance, for the phase
separation on a two-dimensional (2D) interface with oppo-
sitely charged adsorbed molecules [20]. In fact, this approach
is actually predicated on the assumption that the equilibrium
structure of such monolayer surface results from the classical
Newtonian dynamics.

However, the issues of irreversibility in dynamical sys-
tems as well as the plausibility of even reaching the equilib-
rium remain open problems in the field of statistical physics
[23-25]. Furthermore, there exists arguments that claim the
observations of equilibrium results are entirely due to the
limited accuracy in the numerical integration of the underly-
ing dynamical equations. Above all, effects such as
adsorbate-surface interaction have not been taken into ac-
count by conventional methods. We believe the efficient al-
ternative approach is treating the molecules on the surface/
interface as a random (Brownian) walk. In this case, the
molecules are effectively characterized by their diffusion
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coefficients instead of masses. As is well known, diffusion is
an irreversible process, and as such, we suggest to use the
diffusion dynamics in this study on how the system reaches
the equilibrium.

We note that the density of the system considered in Ref.
[20] is intermediate between a gas phase and condensed
structure, so that these two phases can indeed co-exist. How-
ever, in systems with phase separation, the Ostwald ripening
mechanism is known when small aggregates or molecules
are absorbed by larger aggregates. This is a very slow pro-
cess, and it is of great interest to study its kinetics toward
equilibrium as well as its dependence on the microscopic
parameters of the system.

Analytical treatment of the kinetics of the diffusion-
controlled processes can often be accompanied by computer
modeling based on the kinetic Monte Carlo (kMC) method.
In fact, both MD and kMC have common disadvantages: in a
mixture of charged molecules with underlying long-range
potentials, the size of a modeled system is relatively small
(see, for example, figures in [20]), thus, the statistics of the
results is limited and transition to the thermodynamic limit
thus hardly possible. As a rule, the results of modeling are
illustrated by snapshots of several configurations whose se-
lection is subjective. Our alternative approach is to get the
kinetics of the transition toward equilibrium in the thermo-
dynamical limit, using the same methods and accuracy that
are commonly employed in the statistical physics of dense
gases and liquids [23].

Obviously, there exists a wide gap between the mesos-
copic language commonly used in the studies of pattern for-
mation, as well as phase separation processes, and the micro-
scopic (atomistic) language used in the statistics of
equilibrium systems. Again, the latter approach is not widely
used in the study of process kinetics. So far, there have been
only a few pioneering attempts to predict the pattern size as
well as short- and intermediate-range order in the reactant
distribution using the microscopic level, e.g., using the for-
malism of the many-point particle densities [26,27]. These
are very close to the radial distribution functions used in
statistical physics, the knowledge of which permits one to
calculate such observables as the structure factors.

In this work, we propose to combine the formalism of the
many-point particle densities with the framework of reverse
MC (RMC) [28-30] to study the kinetics of pattern forma-
tion on charged surface systems. Based on the calculated
radial distribution functions, the reverse MC method permits
us to obtain spatial configurations of the molecules that best
fit (in terms of y* distribution) these computed radial func-
tions. Since the reverse problem is not uniquely defined, the
obtained configurations should be considered as typical snap-
shots, similarly to those obtained in direct MD or kMC simu-
lations. We discuss the patterns formed and compare to those
obtained by molecular dynamics and Monte Carlo simula-
tions in related systems, including the chains observed in
simulations of the restricted primitive model (RPM), which
does not have short range attractions among components, of
cationic and anionic spherical ions [31,32]
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II. METHODS
A. Many-point densities
1. Definitions

In what follows, we employ the formalism of the many-
point densities for a number of particles as discussed in de-
tail in [26,27]. Given two types of particles in the system, the
many-point densities are functions of their respective coordi-
nates, A and B: Pm.m’ Epm,m’({r}m;{r,}m’)v where {r}m
=ry,....r,, and {r'},,=r{,....;r,. The quantity
PmdTy...dr,dr], ... ,r,'n, yields the mean number of con-
figurations with m particles A in the volumes dr; at r;
(i=1,...,m) and m’ particles B in the volumes dr]'- at
rjf (j=1,...,m").

In general, this formalism is not suitable for periodic sys-
tems with long-range order but works well in cases with an
intermediate order such as dense gases and liquids (amor-
phous solids). This approach has so far been successfully
applied in the analysis of pattern formation and critical phe-
nomena, including microscopic self-organization [33]. Due
to the translational invariance for the first two many-particle
densities, p; o and py; are coordinate-independent and coin-
cide with the average A- and B-type particle densities,
respectively, p; g=n, and pg=ng.

Since the system is also isotropic, the two-point densities
depend only on the relative coordinates. Therefore, we now
define three kinds of joint correlation functions based on the
two-point densities [26,27]:

Pz,o=”f2xXA(|71 =71, (1)
Po,2=”129XB(|Fi -0, (2)
p11 =nangY (|7 = 7].0). (3)

Thus, we have the first two expressions for similar particle
types, X,(r,f), v=A,B and a third one for dissimilar par-
ticles, Y(r,t), where r is the relative distance between any
two particles. These functions describe the spatial distribu-
tion of pairs AA, BB, and AB, respectively, and are analogous
to the radial distribution function found in statistical physics
for systems of dense gases and liquids [23]. These joint cor-
relation functions are normalized to unity as r— o, X, (%,?)
=Y(e,r)=1. The physical meaning of these correlation func-
tions is the following [26,27]:

C1<4A)(r’ [) = nAXA(r9 l)s (4)
C(r,1) = npY(r,1), (5)

where they are mean densities of particles A and B, respec-
tively, at the relative distance r provided that a probe particle
A is in the coordinate origin.

The kinetic equations for the many-point densities p,, -,
taking into account particle creation as well as recombination
due to diffusion-controlled reaction A+B=0, were found
earlier [26,27]. In order to compare results of the mesoscopic
and microscopic approaches, we make adjustments here to
these equations for the particular problem discussed in
above-cited Ref. [20]. That is, we neglect particle creation
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and recombination, and the main focus is on the kinetics of
system equilibration and on possible pattern formation.

Thus, the number of particles p; y=n,4 and p, ; =np remain
constant from now on, and are taken as two system param-
eters. Among other key parameters are the dynamical inter-
actions between similar and dissimilar particles, Uy4(r),
Upp(1), and U,g(r), diffusion coefficients denoted by D, and
Dp, and lastly, the temperature 7. Even with such simplified
system specification, we obtain nontrivial numerical prob-
lems which we discuss below.

2. Exact equations of diffusion dynamics

The diffusion dynamic equations are given by [26,27]:

&pm m' " R
: == 2 Vi‘ll;’lm 2 V]JZ]’", ’ (6)

at =1 ’

where the diffusion fluxes are
2A,i Pm.m’
Jm,m’ == DA VlPWlm V W 5 (7)
2B.j ’ pm m' _, J

Jm,m, =-Dy Vjpm,m, kT Vv Wm ! (8)

Here kjy is the Boltzmann constant, and 7 is the temperature.
In last. two expressions for the fluxes, the mean force poten-
tial W, is introduced, for which

m m'

Vv, W:nm E ViUAA(|’7i_’7i'|) + 2 V;UAB(M_VJ )

i'#i J=1

Pm+1,m’ o
+f ViUa(|F; = F

p m+1 |)drm+l
m,m’

4

Pmm'+1 N
+f p VUp(|Fi = 7 Ddr) 9)

The potential W’ 18 defined similarly. As it is seen from
Eq. (9), the mean force acting on a particle A at coordinate 7;
has both the contribution from direct interactions within a
group of (m+m')-particles (first two terms in R.H.S.) as well
as from indirect interactions (integral terms in R.H.S.).

The steady-state (equilibrium) solution of Eq. (6) corre-
spond to setting the fluxes j/:{,lm' and fi’in, to equal zero. The
corresponding set of the integro-differential equations coin-
cide exactly with the Ivon’s equations [23] well known in the
statistical physics of dense two-component gases and liquids.
As such, Eq. (6) allows us to describe correctly the formation
of the equilibrium state in our system. Note that when nec-
essary, these equations could be generalized to take into ac-
count possible crystalline structures [34].

3. Structure of the equations

The expression in Eq. (6) for (m+m')=2 could be written
for the joint correlation functions, and it would contain a
diffusion term and drift in the external potential. Thus, the
kinetic equation for similar particles reads:

PHYSICAL REVIEW E 82, 021602 (2010)

aX”(r’[)_zD V| VX, (r) + 2200 X(r.1)

o KT VWy(r,0 |, (10)

where W ,(r,1) is the mean force potential found in Eq. (9),
(m=2,m'=0); due to translational invariance and isotropy it
has a radial symmetry as similar to the joint correlation func-
tions. According to its definition, the expression in Eq. (9)
for the potential W,(r,?) takes into account both direct inter-
actions of similar particles v (one particle is in the coordinate
origin, another at the distance r), and indirect, medium-
induced interactions.

The analogous equation for the dissimilar particles
follow:

Y (r,1t) Y(r,1)
=(D,+Dp) V| VY(r,t)+ ——
o (D4 + Dp) (r,0) + 0T

V W(r,1)

(11)

However, the mean force potential W(r,r) here becomes
more complicated:

D D
W(r,t) = —2—Wyp+ ———Wp,. (12)
D, + Dpg D, + Dg

The potential W,z corresponds to the particle configuration
where A is in the origin and B separated by the distance r,
whereas the potential Wp, indicates the location exchange
for particles A and B. In both cases, the integral terms in Eq.
(9) with m=1, m’=1 describe indirect particle interactions
through medium.

The set of equations found in Eq. (6) is obviously not
closed since the mean force potentials are defined through
the many-particle densities p,, ,,» (m+m')>2. It is common
in the condensed matter physics to decouple such infinite
equation sets using some approximations. We will restrict
ourselves here to the binary approximation corresponding to
the closed set of the kinetic equations for the joint correlation
functions over similar and dissimilar particle types.

In fact, we used two approximations. First, our theory is
based on the Kirkwood superposition approximation for
three-particle densities [23,35] and the self-consistent treat-
ment of the electrostatic interactions defined by the nonuni-
form spatial distribution of similar and dissimilar particle
types. In our formulation, the pair potential contains two
independent contributions:

U, (r) = U2 (r) + US (). (13)

The former potential is a short-range van der Waals interac-
tion, which is described, following [20], in terms of a classic
6—12 Lennard-Jones (LJ) potential

s (2] - (2] . |
! r)_4UO r - r +CVV’ . (14)

The parameter U, is the same for both the similar and dis-
similar particles. However, the condition C,,=0 applies for
similar particles, whereas for dissimilar particles the interac-
tion potential is shifted up, as C,p=1/4, and cut at r,
=2'6r,, where r, is an effective molecular radius.
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The second term in the potential is the long-range Cou-
lomb interaction,

c €€,
U,,(r)= , (15)
€r

where € is the dielectric constant.

The mean force potentials could be similarly split into
two contributions, e.g., Wu(r,t)=W4(r,0)~'+WS(r,1). The
technical details of the mean force potential calculations are
summarized in the Appendix A.

Choice of the partial diffusion coefficients D, and Dy
depends on a particular physical system. For instance, for
radiation-induced defects in most solids pairs A, B of
complementary (Frenkel) defects (interstitial atom-vacancy)
are created whose mobilities strongly differ [26,27]. Obvi-
ously, very different situations could occur for molecules at
interfaces. If proteins diffuse on a surface their diffusion con-
stant will depend on the degree of hydrophobicity [36], D
~ 107 cm?/s. For simplicity, in this paper we assume equal
diffusion coefficients, D,=Dp, whereas asymmetry in mol-
ecule mobilities will be discussed in a separate paper.

4. Parameterization

Let us use henceforth the dimensionless units as follows:
the length in units r, defining the Lennard-Jones potential, so
that the total particle density, denoted by n=n,+ng, deter-
mines the dimensionless parameter z=nr3. The time unit is
7=r3/(Dy+Dp), and the dimensionless temperature is 6
=T/T,, where Ty=Uy/kg is defined by the U, entering the
Lennard-Jones potential. The relative contribution of the
Coulomb potential with respect to the Lennard-Jones poten-
tial is characterized by 8=e¢?/ erokT,. The asymmetry in the
particle diffusion coefficients is described by the parameter
nu=D,/(Dy+Dg). As the initial particle distribution we will
use the random (Poisson) one, with X,(r,0)=Y(r,0)=0 for
r=ry, but X,(r,0)=Y(r,0)=1 as r>r,. Deviation of the cor-
relation functions above (and below) the unity value indi-
cates the enrichment (or depletion) of the concentration with
respect to the random distribution. As such, this permits us a
way to characterize the particle aggregation. To summarize,
the diffusion-controlled process is controlled by the follow-
ing set of four parameters: (7, 6, 5, w).

B. Reverse Monte Carlo method

1. Modeling algorithin

The RMC technique was proposed in Refs. [28-30], in
order to generate particle configurations that are consistent
with experimentally measured radial distribution functions or
the structure factors. Although at first RMC was designed for
liquid and glassy materials, it was also later applied to crys-
talline systems [37] as well. A review of RMC applications is
given in Refs. [38,39]. An advantage of the RMC method is
based on the fact that no interatomic forces or atomic poten-
tials are used in the process [38]. The RMC is most useful
for spherically symmetric pair potential obtained from an
experimentally observed structure factors or pair correlation
functions. There are other recent inverse techniques that can
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incorporate more information than the pair correlation func-
tion, which are useful for interaction potential that are not
necessarily pairwise additive or spherically symmetric [40]
or for materials transparent to specific wavelengths of radia-
tion [41].

The RMC approach is based on the goodness-of-fit statis-
tical model, for example, by using the Pearson x* test [43].
The value of this test-statistics is

; (16)

where O; is an observed frequency, O? an expected (stan-
dard) frequency, and n the number of fitting parameters. The
resulting value can be compared to the x? distribution, to
determine the goodness-of-fit. (It is assume that both O; and
O? are positively defined, otherwise other tests should be
considered [28-30]). In the standard RMC the expected fre-
quency O? is usually taken from experimental data, as for
example, the pair distribution function and its Fourier trans-
form, the latter is typically derived directly from neutron or
x-ray total scattering data. These data should be fitted using
the Monte Carlo method. The observed frequency O; is a
result of computer modeling of a random process. An initial
configuration in Monte Carlo method is constructed by plac-
ing N4 and Np atoms in a periodic boundary cell, and mea-
surable quantities O; are calculated for a given atomic con-
figuration. By moving atoms in the system and recalculating
the x?, one strives to reproduce the standard data. There exist
different algorithms of systematic reduction of the x> value.
A more difficult problem is to make this procedure fast and
efficient for practical applications. In our case, the standard
data O? are the pair distribution functions which are solu-
tions of the above-considered set of integro-differential equa-
tions. In the numerical solution a small enough coordinate
increment Ar=r,/40 is used. We next discuss the procedure
for the calculations of the standard data OY.

The solution of nonlinear diffusion equations describing
particle drift in the external field yields for a given time ¢
the particle coordinates r;=iAr, i=1,2,.... Each coordinate
r; is associated with three joint correlation functions,
X, (r;,1),X5(r;,1), Y(r;,1). Each of these functions is positive,
X4 (r;,1),Xg(r;,1),Y(r;,) >0 and vanishes for the coordinate
region corresponding to the finite size of the particles. This
permits us to use in the RMC the effective choice of the
so-called cost function [42], based on the idea of the x> test
of Pearson [43].

Using the RMC method, we compare the analytically cal-
culated correlation functions with the MC simulations. We
consider the periodic 2D system characterized by the square
S=L?. The discrete choice of the particle coordinates in nu-
merical calculations suggests the consideration of concentric
rings with the square s;=21 :;fﬁ:grdrz 2arAr.

If we draw such rings for all particles A and calculate the
number of particles B in these rings, this procedure would
give us the number of N?B pairs separated by the relative
distance re[r;—=Ar/2,r;+Ar/2]. In the limit L—o this
gives us the correlation function
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AB

N
Y(rpt)= ——. (17)
SS[nAnB

Using the correlation function for a finite-size system, one
can define the standard number of AB pairs

N?B: Y(ri,t)SSinAnB, (18)

as well as AA pairs:
N = X, (rn 1) Ssinany/2. (19)

The quantities ]V?B ,]V?A,N?B serve as standard data O?
whereas N*% N*4 N8 are observed data O; being obtained

from the Monte Carlo simulations.

2. x* goodness-of-fit test

As mentioned above, the Xz-goodness-of-ﬁt test (of Pear-
son) [43] is defined using the statistics for a random variable

max AA  GAA B BB AB  ZAB
Z=E (N,‘ _Ni )2+(N,‘ _N,‘ )2+(Ni _Ni )2
i

N NBB N1B

(20)

Using the RMC, one has to decrease systematically the value
of a random variable Z.

When a randomly selected particle moves to a new trial
position, the function Z’ is recalculated. If the cost function
Z' has decreased, this step is accepted. In contrast, when
Z'>Z, the step is rejected in our algorithm (as in the Me-
tropolis algorithm [44]).

As L— (i.e., an increase in a number of particle pairs),
the Z distribution should approach the y’-distribution with
approximately m = 3i,,,, degrees of freedom [43]. An essen-
tial condition is that any standard variable in Eq. (20) for
large enough Z, IV?A ,IV?B ,IV?B >10. This condition could be
fulfilled by an increase of the system size. A potential prob-
lem that might arise is related to small coordinate areas that
correspond to the finite molecular size accounted for in the
LJ potentials. The fact that there exists no pairs for which the
relative distances are smaller than the molecule diameter
could be taken into account through additional boundary
conditions imposed in the modeling; we have introduced
here a hard-sphere model in order to avoid the atoms getting
too close to each other.

III. RESULTS

The kinetic problem that we discuss has four free control
parameters—i(7, 0, 8, u)—the elucidation of which needs
further detailed analysis in future works. The main purpose
of this paper is to demonstrate the applicability of the afore-
mentioned method using several typical examples.

One of the main characteristics obtained from the numeri-
cal solution for the set of nonlinear equations is the joint
correlation functions at a given time ¢ as shown in Fig. 1. It
can be seen how a random, disordered mixture of molecules
in the beginning can change with time to a structure with
well-defined short and intermediate order. (Note that we use
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FIG. 1. (Color online) The correlation functions calculated for
parameter set 7=0.4, #=0.35, 6=0.35, and u=0.5; the observation
time #: (1) 2'2, (2) 24, (3) 216, and (4) 2'8.

time units 7=r3/(D,+Djp) and the logarithmic scale in plot-
ting the correlation functions). This structure corresponds to
a mixture of the dense molecular packing (condensed phase)
and loosely populated areas (a gas phase). These correlation
functions will be used later for detailed system characteriza-
tion, such as nonequilibrium charge screening and deviation
from the Debye-Huckel theory, as well as the structural fac-
tors using the Fourier transforms.

However, the relationship between the calculated joint
correlation functions and the molecular structure in a real
space is not obvious and far from trivial, since we are dealing
here with the nonequilibrium mixture of condensed and gas
phases. To visualize the system structure, we use the afore-
mentioned RMC method.

The high quality of the RMC is obvious in Fig. 2 where
the analytically calculated standard correlation functions
(full lines) practically coincide with those (circles) obtained
using the RMC for modeling our spatial structures. The small
fractions of the relevant snapshots are shown in Fig. 3. Thus,
we obtain Fig. 3 with structure snapshots from the analysis
of the correlation functions in Fig. 1 for the same time mo-
ments in a wide temporal range. To illustrate RMC conver-
gence, the black circles in window (d) show the results for a
small number of MC steps, while open circles correspond to
a large number of MC steps. We note that the ratio of the
number of the MC steps is very large at 256.

In Fig. 2, the cases of a) to ¢) correspond to the disordered
(liquid-like) structures where the RMC can be applied very
efficiently. Increasing the systems size, one can always sup-
press the fluctuations in the system. Consequently, the RMC
correlation functions are as smooth as those obtained using
the numerical solution of the kinetic equations. The conver-
gence is also very good, as demonstrated by the coincidence
of the black and open circles in windows (a) to (c) (the black
symbols are not shown here for clarity).

In Fig. 2(d), we show results corresponding to the
longest-time system evolution. Despite the increase in the
number of MC steps, there is slight improvement in the
agreement between the RMC and standard correlation func-
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FIG. 2. The calculated correlation functions (full curves), and their RMC approximation (circles). The time #: (a) 2'2, (b) 24, (c) 216, and

(d) 2'8. Parameters: 7=0.4, #=0.35, 6=0.35, and u=0.5.

tions (black and open circles); in fact, a considerable discrep-
ancy is observed for the first maximum and minimum for the
similar-molecule correlation functions X ,(r, ). The reason of
limited applicability of RMC in this regime could be under-
stood from the analysis of snapshots in Figs. 3(c) and 3(d).
One can see here the formation of a dense structure with
considerable ordering typical for crystals, and the distances
between nearest molecules become very similar with small
fluctuations. Therefore, large fluctuations in molecular posi-
tions typical for liquids are strongly suppressed here.

This is supported also by the analysis of the correlation
functions shown in Fig. 1 for similar-type molecules at long
simulation times: the first maximum monotonically increases
and first minimum decreases, so that their ratio reaches a
factor of about 100. (Remember the logarithmic scale used in
Fig. 1.) The numerical analysis shows also that, at long simu-
lation times, the amplitudes of first maxima are ill-defined
and depend on the coordinate increment used in the differ-
ence equations. A similar problem is well known for model-
ing the discrete lattice using a set of Dirac &-functions. In
other words, the singularities in Fig. 1 arise due to formation
of dense ordered structures (local crystallization). The prob-
ability to obtain such structures using the random molecule

permutations used in the RMC is extremely low, and this is a
main reason why this method fails for the ordered structure
phases. Thus, the snapshots in Fig. 3(d) only yield a qualita-
tive idea on the underlying atomic structure. Alongside with
the RMC, we can use other pattern characterization methods,
such as the analysis of the non-equilibrium charge screening
to be discussed in a forthcoming paper. Note that the order-
ing and disordering is again controlled by the four above-
mentioned parameters—(7, 6, 5, u).

IV. CONCLUSIONS

In this paper, the analytical formalism of joint correlation
functions and the reverse Monte Carlo are combined to vi-
sualize pattern formation in processes tending toward equi-
librium for systems containing two kinds of oppositely
charged molecules adsorbed at a surface or at an interface.
We provide illustrations that demonstrate the method’s abil-
ity in different situations. The analysis of the segregation of
various components into clusters of charges done here is an
alternative approach to the standard kinetic Monte Carlo or
molecular dynamics simulations. The method is based on
computing radial distribution functions by solving a set of
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FIG. 3. (Color online) Fragments of the characteristic snapshots
obtained using the RMC for the correlation functions in Fig. 2. The
snapshots numbering corresponds to (a)-(d) in Fig. 2. Parameters:
7n=0.4, 0=0.35, 6=0.35, and u=0.5.

nonlinear equations, and obtaining spatial configurations of
the molecules that best fit these computed radial functions
via the reverse Monte Carlo method. The formalism is suit-
able for systems with intermediate order such as dense gases,
liquids or amorphous solids. The joint correlation functions,
obtained numerically from the set of nonlinear equations,
show a disordered mixture that changes with time. They ini-
tially form clusters of rather dense molecular packing (con-
densed phase) coexisting with loosely populated areas (a gas
phase). Then, the free charged molecules (in the gas phase)
form chains of like-charged molecules that connect the dif-
ferent denser clusters forming a rather unusual percolated
structure. Interestingly, computer simulations of the re-
stricted primitive model (RPM) (i.e., without short range van
der Waals attractions among the components) for oppositely
charged spheres have demonstrated the formation of chains
via dimers [48]. Furthermore, the number of free ions in this
model at the critical temperature is nearly zero [49]. Phase
coexistence of the charged hard dumbbell (CHD) system is
found to be very close to that of the RPM [31,50-53] and
theory yields the best results when ions are assumed to be
fully paired [54]. In our model, we find chainlike structures
as the time evolves but of the same sign; this is due to the
competing interactions since van der Waals forces induce
attraction among same-sign molecules and the electrostatic
force repulsions. The structures look similar to the structures
found in co-assembled oppositely charged nanoparticles on
surfaces, which can be ordered using AC fields [21]. We can
explore a broad range of phenomena of electrostatics at the
nanoscale with our numerical method. A further advantage of
our model, over classical Monte Carlo, is the information
regarding the nonequilibrium states during the segregation
process.
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APPENDIX A: CALCULATIONS OF THE MEAN
FORCE POTENTIALS

In order to calculate the Lennard-Jones potential contribu-
tion into a mean force potential in Eq. (9), we use the Kirk-
wood superposition approximation. This reduces the three-
particle densities to a product of two-particle densities. In
particular, for p, ;=p,(F;,7;7];t) we use the approxima-
tion

DY(|F -7

DY(|7 - 7

).
(A1)

2 .
P21 = nanpXa(|Fy = 7

As a result, we arrive at the following (differential) expres-
sion for the mean force potentials [27]:

VWA (r,1) = VUEL (r) + nAJ VUL (MX, (70X, (r' ) dr!

np f VUMY 0Y (r ndr’, (A2)

VWéJ(r,t) = VU%(V) + nBJ VU%(r”)XB(r",t)XB(r',t)dr’

nAJ VUL Y (P )Y (¢ n)dr' (A3)

VW/% rt)= VU%(}’) + nAf VUﬁi(r”)XA(r",t)Y(r’,t)dr’

an VUL Y (P, 0 Xg(r' t)dr’ (A4)
where the relative coordinate is r"=r—r’.

Second, the treatment of the long-range Coulomb poten-
tial requires the use of another idea discussed earlier
[45—47]. This is based on the definition of the joint correla-
tion functions having a very clear and transparent physical
meaning. Thus, for a probe particle of the type A in the
origin of the coordinate system, the functions CEXA)(r,t) and
CgA)(r,t), Eqgs. (4) and (5), give the average concentrations of
similar or dissimilar particles at a distance r from the origin.
This is why

oa(r,1) = eqny X, (r,t) + epnpY (r,t) (A5)

can be interpreted as the mean charge density induced by a
probe charge A in the coordinate origin. This quantity is used
below in the calculation of the effective potentials in the
spirit of the Debye-Hiickel theory [23]. We use also standard
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assumption that the system is electrically neutral:

f’lAeA‘l‘nBeBEO, (A6)

where e, ep are molecule charges.
Let us start with the Poisson equation (in its integral form)
for the potential produced by a probe charge in 3d A

pa(r',0)dx'dy'dz’

er-r’'|

@A(xayaz’t) = e_A + f (A7)
€r
Here p, is the density of induced charge. Assume now that
the surface process under study occurs in the x,y plane (2d).
In this case we are interested only in the potential at z=0,
da(r,)=@,(x,y,2=0,1) with r=yx?>+y%. It can be obtained
from Eq. (A7) with the evident substitution, ps(x,y,z,?)
=04(r,t)8(z), where & is the Dirac delta-function and using
the radial symmetry.
Using the neutrality condition, Eq. (A6), we obtain the
following integral relation

il

eq eany [ [Xa(r',0) = Y(r',0)]dx"dy’
d)A(rst) =+ ;
€r € |r -r

(A8)

This relation permits to calculate the mean force potentials
for molecular pairs in the framework of the Debye-Hiickel
theory:

WS(r0) = eaa(r,0), W (r,1) = egbp(r,r),  (A9)
WgB(r, 1) = eBcﬁA(r,t),WgA(r,t) =e pp(r,t).  (A10)

APPENDIX B: NUMERICAL METHODS

There are two problems in the numerical solution of our
non-linear differential equations: (i) mean force potentials
(both Lennard-Jones and Coulomb) contain double integrals
which calculations are time consuming, and (ii) mean force
potentials have a singularity as r—0, and change sharply
near ry. Using analytical transformations, the double inte-
grals can be reduced to two ordinary integrals. In particular,
let us use the polar coordinate system when calculating the
Coulomb potential in the integral relation, Eq. (A8)

".0dx'dy’ * dK(r,r’
fM:ZwJ O'V(r',t)err'. (B1)
[r—r’| 0 dr

This is now a one-dimensional integral which needs however
preliminary accurate calculation of the integral kernel

K(r,r') = K(z)
1 (™ ———
=— | dO9[V1-2zcos O+z

m™Jo

+cos 9 1n|2V1 =2z cos 9+ 22+ 2z -2 cos ],
(B2)

where z=r'/r.
Therefore, after calculating this expression with the nec-
essary accuracy, the integral Eq. (B1) can be calculated by
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means of a standard trapezoid method. The calculation of the
Lennard-Jones potentials is more time consuming since the
integral kernels here depend on the correlation functions and
cannot be preliminary calculated as in the case of the
Coulomb potential.

The cutoff introduced at r. in Eq. (14) makes the
Lennard-Jones potential nondifferentiable at short distances.
However, this fact makes no problems since Egs. (A2)-(A4)
instead of mean field potentials W(r,¢) contain their deriva-
tives dW(r,t)/dr, thus the potential step change is easily
taken into account in the discrete difference scheme used in
solving the equations. To avoid this potential step, one has to
introduce additional parameters which we tried to avoid.

The main problem arises due to the necessity of solving
nonlinear, partial differential equations with singular poten-
tials. To illustrate our method of their solution, consider the
typical equation

dg(r,t)ot=r"alri(r,0))/or, (B3)

j(r,t)=dg(r,0)/dr + dW[ g, r,tlldr g(r,1). (B4)

Here Wg,r,t] are functionals of g(r,f) sought for and
W(g,r,t] has a singularity in r: W[g,r,f]= as r—0. After
the discretization of the equation using a standard method,
ri=iAr, t,,=mAt, g(ri,t,)=g%, g(r;,t,1)=g;» We arrive at the
difference equation which could be presented in a quasilin-
earized traditional form

aglgi1 +blglgi —clglgi— g/At=~ g?/At, (B5)

where coefficients a;,b;,c; arise due to the approximation of
1 o[rj(r,1)]/ or. These coefficients depend on W[g,r,¢] and,
thus, are functionals of g. Solution of Eq. (B3) is obtained by
means of quasi-linearization: g;= g? is used as initial guess,
Eq. (B3) is solved in the standard way, then we substitute
g,=g; and the iterative process continues until convergence is
achieved within a required tolerance. In this way, we avoid a
problem of the nonlinearity of the kinetic equations.

The approximation of ' d[rj(r,t)]/dr is less trivial. Use
of finite differences for derivatives fails for the singular po-
tentials since negative coefficients a; or b; become so large
that this cannot be compensated by any reduction of the time
increment, Ar. We suggested the procedure where always
a;,b;,c;=0. This allows to perform calculations for suffi-
ciently large At values. Similar procedure was discussed ear-
lier [47] in the one-dimensional case with the singular poten-
tial.

The procedure is as follows. To obtain a conservative dif-
ference scheme, one integrates the initial differential equa-
tion in the cylindrical layer in the interval r in [ri_j;, 710
with r;+;,,=(i = 1/2)Ar. The problematic term reads now

f(r_l dlrj(r,0)ar)rdr = riynjiin = ricipjic12- (B6)

In the equation for the flux density, j=dg/dr+(dW/dr)g,
substitution g=exp(-W)w gives j=(dw/dr)exp(-W). It is
important that the exponent, exp(W), has the argument W
rapidly changing on the scale Ar and thus also changes rap-
idly as compared to the slowly varying functions j and
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dW/dr. This is why the integral in the interval r € [r,_;,r;]

fj exp(W)dr = w; — o;_, (B7)

could be estimated as
fj CXP(W)d”zji—l/z/wW/O"r)i—l/zf exp(W)dw

= jis1p/ (OWI9r) ;-1 plexp(W;) — exp(W;_y)]

[exp(W)) —exp(W,_,)]
(Wi - Wi—l)

= Jicin Ar. (B8)
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Now returning from the intermediate function w to g sought
for, one obtains the basic relation for the difference scheme
coefficients

AW[/AF

exp(AW,) - 1" (B9)

Jicin=(g; exp(AW)) — g;_1)

where AW,=W,—W,_,. As it should be, the flux density de-
pends not on the very potential W but on its derivative. The
obtained approximation, Eq. (B8), is then used in Eq. (B6) to
calculate the coefficients a;,b;,c; in the difference scheme,
Eq. (B5).
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