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The effect of optical gradient force from a focused laser beam on the fluorescence correlation spectroscopy
�FCS� was investigated by a computing method based on Brownian dynamics simulation. A series of calcula-
tions revealed that, in relatively shallow optical force potential up to 1.0kTR �TR=298.15 K�, the conventional
theoretical model of FCS without consideration of the optical gradient force could evaluate the increase in the
average number of molecules and the diffusion time in the potential. On the other hand, large deviation
between the simulated fluorescence correlation curve and the theoretical model was observed under the poten-
tial depth �1.0kTR. In addition, by integrating the optical force potential with the temperature elevation under
optical trapping condition, it was deduced that the temperature rise does not seriously affect the average
number of particles in the sampling area, but the average residence time is more sensitively affected by the
temperature elevation. The present study using the simulation also provides a method to experimentally esti-
mate molecular polarizabilities from FCS measurements.
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I. INTRODUCTION

In the 19th century, the first experimental detection of
radiation force was performed by Lebedev �1�. After the in-
vention of lasers, Ashkin demonstrated microparticle trans-
portation using dispersive force of photons from a laser in
1970 �2� and then developed a single-beam gradient force
optical trapping technique �optical tweezers� in 1986 �3�. The
trapping method has provided various important applications
such as sorting microparticles �4�, fabricating colloidal struc-
tures �5�, determining spring constants for micro-oscillators
in microdevices �6�, and analyzing interparticle forces �7,8�.
Bioscience is one of the fields that have been most benefited
from the introduction of optical tweezers. Typical applica-
tions include manipulation of DNA conformation �9� and
actin filament �10�, growth control of neurons �11�, and ma-
nipulation of living cells �12�.

With an increase in the application of optical tweezers,
much more tiny particles, i.e., nanoparticles of polymers
�13,14�, metals �15–17�, and J aggregates �18�, have become
the targets of the manipulation. As an approach to the en-
hancement of radiation force to attain the manipulation of
smaller nanoparticles, resonance effects, in addition to the
nonresonant conventional optical manipulation, have been
also studied. Separation of quantum dots by size using reso-
nant effect was theoretically suggested �19� and experimen-
tally demonstrated in superfluid helium �20�. Osborne et al.
reported optically biased diffusion of DNA and dye mol-
ecules in water at room temperature �21�. Several applica-
tions of resonance effects to trapping nanomaterials, such as
small fluorophores �22�, quantum dots �23�, and antibodies
�24�, have been also reported. The optical trapping also in-

duced the assembling of macromolecules, realizing sphere
�25,26� and fiberlike �27� amorphous structures of polymer
assembles with characteristic molecular orientations along
the polarization of near-infrared �NIR� trapping light.

Although there have been experimental studies to deal
with molecular systems using optical tweezers, to our knowl-
edge, no practical method to quantitatively evaluate the me-
chanical interaction between photons and nanoparticles or
molecules in the Rayleigh scattering regime. For a compre-
hensive analysis of the optical gradient force acting on
molecules, fluorescence correlation spectroscopy �FCS� is a
promising candidate. FCS was originally proposed by Magde
and co-workers in the early 1970s �28–30�, and now FCS
combined with a confocal laser microscope has become one
of the significant techniques for measuring molecular diffu-
sion dynamics and concentration in small spaces �31,32�.
However, only handful studies of applications of FCS have
been reported to elucidation of optical trapping kinetics.
Hosokawa et al. �33,34� reported that polymer nanoparticles
with 24–200 nm diameters were assembled by radiation
force in the potential well, leading to cluster formation de-
pending on the incident laser intensity. The effect of the op-
tical gradient force on the assembling or aggregation dynam-
ics of the nanoparticles was discussed in terms of the average
residence time obtained by fluorescence correlation analysis.
Theoretically, Meng and Ma proposed an analytical ex-
pression of the fluorescence correlation function for nanopar-
ticles in optical gradient field with three-dimensionally
spherical symmetric profile �35�.

In addition to the gradient optical force, the effect of tem-
perature elevation also affects the molecular diffusion under
optical micromanipulation using a NIR laser. In general, fo-
cusing of the NIR laser beam into solutions of water and
organic solvents causes the elevation of temperature at the
focusing area due to the absorption of the NIR light by the
solvents. Indeed, we have demonstrated in our recent report
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�36� that the thermal motion of fluorescence molecules in
solutions of water and several alcohols quickened under ir-
radiation of a focused NIR beam at 1064 nm. This was safely
attributed to the elevation of temperature around the focusing
area. The result indicates that both trapping effect and tem-
perature rise need to be taken into account for rational un-
derstanding of the nanometric optical trapping in solution
using FCS.

In order to comprehensively analyze fluorescence correla-
tion signals from FCS measurement for quantitative evalua-
tion of mechanical interaction between photons and molecu-
lar systems, it is indispensable to elucidate effects of both
optical force potential and temperature elevation. For this
purpose, we have employed a numerical simulation based on
Brownian dynamics simulation �BDS� method. Computa-
tional simulation is a powerful tool to reproduce molecular
dynamics driven by the fluctuation in condensed phase; com-
paring experimental results with simulated ones can eluci-
date complex and stochastic phenomena. Actually, several
reports by using Monte Carlo simulation and BDS �37–39�
have been presented for the rational interpretation of experi-
mental results of FCS. In the present study, we have inves-
tigated the effect of optical gradient potential on the FCS
signals using BDS, and then quantitatively evaluate optical
trapping potential acting on molecules.

II. METHODS

Three-dimensional random movements of molecules in
solution can be reproduced by the BDS using the algorithm
of which bases were developed by Ermak and McCammon
�40�. In the BDS, solvent is regarded as a continuum me-
dium, where individual motions of solvent molecules and
their specific interactions with solute molecules are not taken
into consideration. The time course of the position coordi-
nate for a molecule is expressed by the following algebraic
equation:

r�t + h� = r�t� +
1

�
hf�t� + �rB �� = 6��a� . �1�

Here, t is the initial time, r�t+h� is the coordinate of the
molecule after a short time step h from the time origin, f�t� is
the external force acting on the molecule at the time origin, �
is the viscous drag, and �rB is the random displacement of
Brownian motion. In the present case, the viscous drag � is
denoted by the viscosity of the solvent, �, and the Stokes
radius of the molecule, a, under the assumption that the mol-
ecule has spherical shape and the size of the sphere does not
change during the Brownian motion. Each component of the
random displacement ��xB ,�yB ,�zB� satisfies the following
relations:

��xB� = ��yB� = ��zB� = 0, �2�

���xB�2� = ���yB�2� = ���zB�2� =
2kTh

�
. �3�

Here, � � denotes the temporal averaging of the value inside
the parentheses, k is the Boltzmann constant, and T is the

Kelvin temperature. In the BDS based on the method of Er-
mak and McCammon, each component of the random dis-
placement, �iB �i=x ,y z�, obeys the following normal dis-
tribution ���iB�:

���iB� = � �

4�kTh
�1/2

exp	−
�

4kTh
��iB�2
 . �4�

In the present study, the random movement of a molecule
was calculated in such a manner that the long-time statistical
distribution of the random walk obeys the distribution func-
tion denoted by Eq. �4�. Figure 1 schematically illustrates the
configuration of the present simulation for the ith molecule.
The molecule randomly moves step by step from the initial
point P0 to the last point Pm−1; here, m is the total number of
the steps in one simulation process, which should be enough
large for the reproduction of the stochastic phenomenon.
During the m-times displacements, the molecule sometimes
stays in the sampling area of a confocal microscope �the
cylindrical area in the figure�.

For the reproduction of actual FCS measurements, the
frequency of photon emission from a molecule is set to be
proportional to the intensity of excitation laser light in the
following manner. In the present simulation, a three-
dimensional Gaussian profile is employed as the excitation
light intensity distribution as expressed by Eq. �5�,

Iexc�r,z� = I0 exp�−
2r2

Re_xy
2 −

2z2

Re_z
2 � �r2 = x2 + y2� . �5�

Here, Re_z and Re_xy are, respectively, the sizes of beam waist
in the direction of the propagation of laser light �z axis� and
in the perpendicular direction �x and y axes�.

At the same time, we consider the gradient force acting
on molecules in the optical force potential. The shape of
the potential well with Gaussian distribution is expressed by
Eq. �6�,

FIG. 1. A schematic illustration of the movement of a molecule
in the present simulation.
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Utrap�r,z� = − U0�I�exp�−
2r2

Rxy
2 −

2z2

Rz
2 � �r2 = x2 + y2� .

�6�

Here, U0 is the depth of the potential, I is the incident laser
power, and Rz and Rxy are the sizes of beam waist in the
direction of the propagation of the laser light �z axis� and in
the perpendicular direction �x and y axes�. In the typical
experimental condition of FCS where the excitation laser
light is focused with the spot size comparable to its wave-
length, the ratio of Rxy to Rz has been determined as 0.2 in
typical experiments of FCS with visible excitation light
sources. Hence, we set Rxy /Rz=0.2 as the focusing condition
of a laser beam for optical trapping in the present simulation.
The amplitude and the direction of the gradient force are
obtained by calculating the derivative of Eq. �6� at the posi-
tional coordinate of the molecule.

We have used following values as parameters in the
present series of simulation: Re_xy =0.25 �m as the beam
waist �radius� of excitation light, Rxy =0.5 �m as the beam
waist of trapping light, and 50 ns as the time step for the
BDS. In addition, we set the boundary condition that mol-
ecules move around in a rectangular-solid area with 5
	5 �m2 area of base and 10 �m height. The viscosity of
the solvent was set to that of water, of which temperature
dependence was measured with an Ostwald viscometer �36�.

We have evaluated the effect of temperature elevation due
to the absorption of NIR trapping laser by solvent �water� as
well as the effect of optical gradient force on FCS signals. As
a parameter necessary for the series of simulations, the tem-
perature elevation coefficient 
water �K/W� under the optical
trapping condition with Nd3+:YAG laser was experimentally
evaluated to be �24 K /W in our recent report �36�. Because
viscosities of solvents alter with temperature, the relation
between viscosity and temperature is necessary for the series
of simulations. In the present study, we have used our ex-
perimental data of water described above �see Ref. �36� for
more details�. Simulations were carried out under the condi-
tion that temperature had uniform spatial distribution and the
temperature elevation �T is proportional to the incident laser
power I as expressed by Eq. �7� �36�,

�T = 
waterI . �7�

We also assumed the linear dependence of the depth of the
optical force potential U0 on the incident laser power I as
expressed by Eq. �8�,

U0�I� = �I . �8�

Here, � �kTR /W� is a coefficient relating to the optical force
potential and the incident power, and this value is, in actual
calculations, a function of the polarizability of the molecule.

In the actual calculation, we obtained autocorrelation
curves of the simulated results in the following manner. First,
we calculated molecular movements under the optical force
potential as described above. Second, we counted photons
emitted from the molecule in the confocal volume �sampling
area in Fig. 1�. In the correcting procedure, we assumed that
the fluorescence molecule emits photons with the probability

pF. In other words, the fluorescence lifetime of the dye
�typically, several nanoseconds� was not taken into consider-
ation. This is because the bin time of the present simulation,
200 ns, is much longer than fluorescence lifetimes of typical
dyes. The value of pF was chosen, so that the photon-
counting rate, a number of photons counted in a unit time,
was comparable to that in the typical experimental condition,
such as 10 000–100 000 counts /s. The number of photons
counted in every 200 ns time window was thus obtained as a
function of the time course in the simulation. Finally, fluo-
rescence autocorrelation curves were provided by calculating
the autocorrelation function of the time courses of fluores-
cence fluctuation in the sampling area.

III. ANALYSIS

The autocorrelation function G��� of the raw data of FCS,
fluorescence intensity vs time course of measurement, is usu-
ally employed for quantitative analysis. G��� of fluorescence
fluctuation at the confocal volume is analytically derived by
the following equation �31,32�:

G��� = 1 +
1

N
�1 +

�

�D
�−1�1 +

�

w2�D
�−1/2

, �9�

where � is the dimensionless time normalized by 1 ms
��= t /1 ms�, N is the average number of molecules in the
confocal volume Vconf with cylindrical shape, and w is the
structure parameter defined by w=wz /wxy. Here, wz and wxy
are, respectively, the axial length and radial radii of the cy-
lindrical confocal volume �Vconf=2pwzwxy

2 �. �D is the average
residence time related to the translational diffusion coeffi-
cient D by Eq. �9�,

�D =
wxy

2

4D
. �10�

The analysis of the autocorrelation function using Eq. �9�
provides the average residence time �D and the average num-
ber of molecules in the confocal volume. It should be noted
for clarity that the analytical model of Eq. �9� is derived on
the assumption that molecules undergo the translational dif-
fusion in homogeneous media without any external field.
That is, the optical trapping potential is not taken into con-
sideration in the model of Eq. �9�.

IV. RESULTS AND DISCUSSION

A. Effect of optical gradient force on fluorescence
correlation curves

Figure 2�a� shows an autocorrelation function calculated
from the fluorescence intensity trajectory obtained by the
simulation without optical gradient force under the following
condition: temperature of 297.85K, viscosity of 0.8963 cP
�water�, and hydrodynamic diameter of molecule of 2 nm.
The autocorrelation curve was well fitted by the conventional
analytical model expressed with Eq. �9�. The diffusion coef-
ficient derived from the analysis was 2.4	10−10 m2 s−1, of
which value is almost identical to that initially set for the
simulation �2.3	10−10 m2 s−1�. In addition, we confirmed
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the validity of the simulation by changing the hydrodynamic
diameter of molecules as a parameter. Figure 2�b� shows the
autocorrelation curve for the simulated results, indicating
that the correlation curve decays rapidly with increasing hy-
drodynamic diameter. �D obtained by the analysis with Eq.
�9� was confirmed to be in linear proportion to the hydrody-
namic diameter, as predicted from Eq. �10�. These results
indicate that the present simulation method can be applied to
the quantitative evaluation of the FCS experiments,

kT

6��a
= D =

wxy
2

4�D
. �11�

Figure 3 shows autocorrelation curves for molecules with
a hydrodynamic diameter of 2.5 nm in water at temperature
TR �=298.15K� in the presence of the optical trapping poten-
tial, of which depth  ranges from 0.1 to 4.0. Here,  is a
dimensionless expression of optical trapping potential de-
fined by Eq. �12�,

 =
U0

kTR
. �12�

Solid lines in the figures �Figs. 3�a�–3�h�� are results ana-
lyzed on the basis of the conventional model of FCS �Eq.

�9��. Because the analytical model of Eq. �9� does not take
any external field into account, the results are not “true val-
ues” but approximate ones. However, the analysis indicates
that the effect of the optical gradient force is overall negli-
gible up to the potential depth of =0.8. In other words, the
autocorrelation curves are well reproduced by using the con-
ventional analytical model �Eq. �9�� in relatively shallow
trapping potential. In the presence of the optical force poten-
tial of which depth is deeper than 1.0kTR ��1.0�, the
conventional analytical model no longer reproduces the au-

FIG. 2. �a� An autocorrelation function curve of molecules with
a diameter of 2.0 nm in water obtained from the present simulation
with its fitting curve based on Eq. �12� and the residual. �b� Auto-
correlation function curves of molecules with diameters of 1.0, 2.0,
and 3.0 nm in water obtained from the present simulation.

FIG. 3. Fluorescence autocorrelation curves �gray solid circles�
in the presence of optical gradient field with fitting results �solid
lines� on the basis of Eq. �8�. The depths of the potential, , are �a�
0, �b� 0.2, �c� 0.5, �d� 0.8, �e� 1.0, �f� 2.0, �g� 3.0, and �h� 4.0.
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tocorrelation curves obtained through the computational
simulation. The deviation between the curve based on Eq. �9�
and the simulation results becomes pronounced with increas-
ing depth of the optical gradient potential. From these results
we can conclude that the conventional analytical model of
FCS is applicable to the analysis of fluorescence autocorre-
lation curves under relatively shallow optical gradient poten-
tial up to approximately �1.0, while a new approach is
required in the region with deep potential �1.0.

In other words, although the effect of radiation force on
molecular diffusivity is rather small in the region �1, the
number of molecules and the average residence time may be
affected. Figure 4 shows dependences of the number of mol-
ecules and the average residence time of molecules in the
confocal volume under the radiation force potential from 0 to
kTR. This figure clearly indicates that the optical force poten-
tial actually affects these two values even in this relatively
shallow region of the potential; the two values almost lin-
early increase with an increase in the potential depth.

The theoretical expressions of �D modified by optical
trapping potential have been derived by Osborne et al. �21�
and Chirico et al. �22� as Eq. �13�,

�D � �0 exp� U0

kTR
� � �0�1 + � . �13�

Here, �0 is the average residence time without optical trap-
ping potential. Although Eq. �13� predicts that the values of
�D become double in the case =1.0, the effect of the trap-
ping potential on �D is smaller in the present simulation than
that from the prediction. This is probably because the spot
size of the trapping beam is larger than that of the excitation
light. However, the simulated result can be approximately
analyzed with Eq. �14� as shown in Fig. 4. The fitting param-
eter A should be related to the shape of the trapping potential
and the excitation spot size,

�D � �0�1 + A� � � 1� . �14�

At the same time, the present simulation result of the average
number of molecules, N, is also well reproduced by the fol-

lowing equation �Eq. �15��; the value of N linearly increases
with an increase in the trapping potential and the value
doubles at the potential depth of =1.0 �1.0kTR�,

N � N0�1 + B� � � 1� . �15�

Here, N0 is the average number of molecules without optical
trapping potential and B is a fitting parameter having the
similar role of the fitting parameter A.

B. Effect of temperature elevation under optical
trapping condition

In addition to the “trapping” effect by the radiation force,
it is necessary for the precise analysis to take into account
the effect of the temperature increase by the trapping laser
light. Indeed, the temperature elevation is quite effective in a
number of actual experimental systems where NIR laser is
employed as an optical tweezing in solutions of water and
many sorts of organic solvents �36�. Hence, the effect of
temperature elevation has been taken into consideration. Fig-
ure 5 shows autocorrelation function curves obtained by the
simulation under the condition that �=1.7kTR /W and

water=24 K /W. Similar to the result shown in Fig. 3, auto-
correlation function curves obtained from the series of simu-
lations could be analyzed by the analytical model of Eq. �9�
up to the potential depth of =1.0. As is clearly shown in
Fig. 5, the temporal origin of the autocorrelation curve,
G�10−6�, decreased with an increase in the incident laser
power; this is safely attributed to the increase in the average
number of molecules in the confocal area by radiation force
as was already shown in Fig. 4.

Dependences of the average number of molecules N and
the average residence time �D on the incident laser power for
optical tweezing under various conditions of � were obtained
through a series of simulations. Representative results are
shown in Fig. 6. The value of N exhibited linear dependence
on the incident laser power in the region of � examined in

FIG. 4. Plot of the number of molecules N and the average
residence time �D in the sampling volume as functions of the optical
force potential depth in the range of 0��1.0 with fitting results
�solid lines� on the basis of Eqs. �14� and �15�.

FIG. 5. Fluorescence autocorrelation curves obtained by the
simulation taking into account both optical gradient force and tem-
perature elevation under the condition of �=1.7kTR /W and 
water

=24 K /W. Temperature T and the depth of the optical force poten-
tial, , are summarized in the inset with the corresponding incident
laser power I.
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the present study �0–10kTR /W�. With increasing value of �,
the slope for N versus incident laser power became larger
monotonously. On the other hand, the average residence time
slightly decreased with an increase in the incident laser
power under the condition of ��0. This is due to the ther-
mal motion promoted by the temperature elevation as al-
ready demonstrated in our previous report �36�. This effect
was, however, overcome by the effect of optical gradient
field �optical trapping potential� at ��1.7kTR /W as shown
in the right part of Fig. 6.

C. Evaluation of optical gradient force potential
in terms of N from FCS measurement

As already shown in Figs. 4 and 6, N in the focusing area
of the trapping laser light exhibited almost linear dependence
on the depth of the optical force potential, indicating that we
can parametrize the effect of the optical gradient field in
terms of the average number of molecules in the sampling
area of the confocal microscope. As representatively shown
in Fig. 1, a molecule in the simulation randomly moves step
by step from the initial point P0 to the last point Pm−1. Dur-
ing the m-times displacements, the molecule sometimes
comes in the sampling area, for example, lj steps between
points of Pn and Pn+lj in Fig. 1. Under the actual condition of
the present simulation, one molecule passed through the
sampling area many times during one simulation process; the
total number of steps where the ith molecule was in the
sampling volume, Mi, is obtained by summing up lj as de-
noted by Eq. �16�,

Mi = 
j

lj �16�

The average number of molecules in the sampling area, Nhist,
is obtained by summation of Mi /mi for all molecules as ex-
pressed by Eq. �17�.

Nhist = 
i

Mi

mi
�17�

By comparing N obtained by the analysis on the basis of Eq.
�9� with Nhist, we can evaluate the applicability of the ana-
lytical method based on Eq. �9� to FCS signals in the pres-
ence of optical gradient field.

Figure 7�a� shows the histogram of the number of steps
for the molecules staying inside the sampling area under the
optical force potential with 1.0kTR, 2.0kTR, and 5.0kTR and
without the potential. The histograms clearly indicate that the
summation of Mi increased with an increase in the potential
depth. This result is consistent with the increase in the num-
ber of molecules along with the optical force potential depth
as already shown in Figs. 4 and 6. N and Nhist are plotted as
functions of the optical force potential depth in Fig. 7�b�. In
the region of the potential depth up to �1.0kTR, the values of
N and Nhist exhibit good agreement. This ensures that the
florescence autocorrelation curves for molecules under rela-
tively shallow optical gradient potential were well analyzed
by the analytical model expressed by Eq. �9�. That is, the
effect of the optical force potential in the region from 0.2kTR

FIG. 6. Dependences of the average number of molecules N
�left� and the average residence time �D �right� on the incident laser
power under conditions of �. Values of � are indicated in the plots.

FIG. 7. �a� Histograms for the number of steps in the sampling
volume of FCS with and without optical gradient field; the values of
the potential depth are expressed in the figure. �b� Plots of N and
Nhist as functions of the potential depth of induced optical gradient
field.
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to 1.0kTR is detectable using FCS as in Fig. 4, while the
potential does not seriously affect the shape of the fluores-
cence autocorrelation function. On the other hand, in the
presence of the optical force potential �1.0kTR, the fluores-
cence correlation curves were no longer reproduced by the
analytical model of Eq. �9� as shown in Fig. 3. Indeed, the
deviation between N and Nhist is pronounced with an increase
in the induced potential depth as shown in Fig. 7�b�. From
these results, we can conclude that the analytical method on
the basis of Eq. �9� can be used for evaluating the effect of
the optical force potential up to �1.0kTR.

D. Estimation method of the depth of optical gradient
potential acting on molecules in solution

The present simulation also enables us to evaluate the
depth of optical gradient potential acting on molecules
through the molecular polarizability from experimental re-
sults of FCS in solutions. As shown in Fig. 8, the increasing
rate of N as a function of incident laser power at 1064 nm is
approximately proportional to the parameter � in the rela-
tively shallow optical force potential �up to �kTR�. Hence,
one can estimate the value of � for actual molecular systems
in water by experimentally obtaining the number of mol-
ecules through FCS measurements. From the simple theoret-
ical model of the optical trapping where a molecule is ap-
proximated as a point dipole, the depth of the optical force
potential can be expressed by Eq. �18�,

U0 =
nm�

c
I . �18�

Here, nm is the refractive index of water, c is the speed of
light, and � is the polarizability of a molecule. Combining
Eqs. �8� and �18�, we obtain the following approximated re-
lation:

� �
nm�

c
. �19�

In this way, the potential depth of the optical gradient force
and the polarizability of a molecule can be estimated from
experimental results of FCS.

V. SUMMARY

We have investigated the effect of optical gradient field on
autocorrelation curves of FCS using the computational simu-
lation method developed on the basis of BDS. The fluores-
cence autocorrelation curves for molecules under relatively
shallow potential up to �1.0kTR could be approximately

analyzed by the standard analytical model of FCS �Eq. �9��,
while in the presence of the potential �1.0kTR, the autocor-
relation curves were no longer reproduced by the analytical
model. This result could determine the limit of the analysis
using the analytical model of Eq. �9�. The series of simula-
tions taking into account temperature elevation due to the
absorption of the trapping laser beam have clarified that the
temperature elevation did not seriously affect the average
number of molecules in the sampling area. On the other hand
the average residence time was more sensitively affected by
the temperature elevation. The present approach can lead to
rational understanding of the mechanical interaction between
molecules and photons and its resultant effects on FCS sig-
nals. We have also developed a method to estimate polariz-
ability of molecules from FCS measurements under the ex-
perimental condition that gradient force potential depth is
lower than the average thermal energy at room temperature.
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