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Defect trajectories and domain-wall loop dynamics during two-frequency switching
in a bistable azimuthal nematic device
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Bistable azimuthal nematic alignment textures have been created in micrometer-scale channels for which
one sidewall is smooth and straight and the other possesses a symmetric sawtooth morphology. The optical
textures have been observed during dynamic switching between the two stable states in response to dual
frequency ac waveform driving of a highly dispersive nematic liquid crystal. The switching processes involves
collapsing of filamentlike director reorientation (tilt-wall) loops and the associated motion and annihilation of
surface defects along and close to the edge at the sawtooth sidewall. The predictions from both the
n-director-based Ericksen-Leslie theory and the Q-tensor theory are in good agreement with the experimental

observations.
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I. INTRODUCTION

Bistable alignment textures can be produced as a direct
result of the interaction between a nematic liquid crystal ma-
terial and the solid walls that confine the material. To create
a technologically useful effect from bistable alignment, for
example for display applications, there must be an energy
barrier between the physical transformations from one of the
stable states to the other stable state, for example via an
applied electric field. The two states must also show distinct
optical properties, for example dark or light in transmission
between crossed polarizers.

Zenithal bistability is where the two stable states differ in
the average angle between the nematic n-director and the
layer normal (the out of plane tilt angle). Zenithal bistable
states have been produced by confining a layer of nematic
between two parallel plates when there is a difference be-
tween the surface anchoring conditions on the two plates
[1,2], when one of the plates has a step height change [3],
and when at least one of the plates has a one-dimensional
surface relief grating pattern [4,5]. The two-dimensional
(2D) director configurations of the bistable states for the lat-
ter category have been investigated theoretically in the litera-
ture by solving the Frank-Oseen continuum theory equations
with the aid of conformal mapping [6,7] and finite-element
based computational approaches [5,8—10]. The flexoelectri-
cally driven switching between the two stable states has been
investigated theoretically in the literature using director-
based Ericksen-Leslie approaches [11], O-tensor methods
[12] and lattice-Boltzmann schemes [13,14].

Azimuthal bistability is where the average n-director ori-
entation for the two stable states occurs at different in-plane
twist angles. Azimuthal bistable states have been produced
by aligning a nematic layer on a bigrating surface relief
structure [15], by fabricating arrays of solid posts in the nem-
atic layer [16], and by confining the nematic in square or
polygonal-shaped wells [4,17,18] or in channels with shaped
sidewall morphologies [19,20]. It is the latter approach that
has been used for the current work where the nematic liquid
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crystal is confined in a channel that is wide compared to the
nematic layer thickness and where one sidewall of the chan-
nel is smooth and straight and the other sidewall has a saw-
tooth morphology. The geometry resembles a “slice through”
the zenithal bistable nematic geometry discussed above and
in Refs. [4,5]. However, the advantage of the azimuthal ge-
ometry used here is that the sidewall can be patterned di-
rectly to have any desired morphology on the micrometer
scale using straightforward photolithographic processes.

A further advantage from using the sidewall-controlled
geometry is that the two-dimensional in-plane nematic
n-director alignment textures can be directly visualized using
standard polarizing microscopy, including the static states
[20] and also the time-resolved dynamic switching states
during the application of an electric field. A common feature
of many of the bistable nematic geometries discussed above
is that the occurrence and stability of the different states is
critically dependent on the presence of (or otherwise) and the
position of nematic defects. The sidewall-controlled geom-
etry in the current work has enabled the visualization of the
formation and annihilation of defects and defect trajectories
during the switching between bistable states for the first time
in this type of geometry. These experimental results have
then been directly compared with the predictions of both
Ericksen-Leslie theory and Q-tensor theory. Dual frequency
ac waveform driving of a highly dispersive nematic liquid
crystal has been used to produce the bistable switching be-
tween the two stable states in this investigation [21-23]. This
driving technique has been used because it involves coupling
between the applied electric field and the frequency depen-
dent dielectric anisotropy of the nematic liquid crystal, which
avoids the complications of ionic migration that are inevita-
bly associated in practice with flexoelectrically driven
switching.

II. EXPERIMENTAL INVESTIGATIONS

A. Device geometry and stable states

The structure of the device was manufactured as de-
scribed in [20] with the geometry as shown in Figs. 1(a) and

©2010 The American Physical Society


http://dx.doi.org/10.1103/PhysRevE.81.051712

DAVIDSON et al.

electrode

| <—>| dI
p
electrode

FIG. 1. (a) A 3D representation of the sawtooth cell. (b) A plan
section of the sawtooth channel.
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1(b) where (a) is a three-dimensional (3D) representation of
the device and (b) is the plan section of the device, looking
from above. The pitch, p, was fixed at 80 um with the am-
plitude, a, of the sawtooth grating fixed at 20 um, the aver-
age distance between the walls was d=90 um with device
thickness L=20 wum. Both the straight and the sawtooth
walls were fabricated from SU8 photoresist and they formed
open channels in the device along the x-direction. The upper
and lower glass substrates were also coated with a thin
(0.5 um) layer of SU8 photoresist so that every surface in
the device that was in contact with liquid crystal was fabri-
cated from SUS.

The device was filled with the commercial highly disper-
sive material nematic liquid crystal, MLC2048 (Merck). This
was achieved by heating the material into the isotropic phase
and allowing it capillary fill the channels under a vacuum.
The two most commonly observed stable states are shown in
Figs. 2(a) and 2(b). The states are shown under a magnifica-
tion of 500X in transmission between crossed polarizers
where the input polarizer was parallel to the x axis and the
output analyzer was parallel to the y axis. These two states
covered the majority of the area of the device and in some
areas of the device they coexisted along the same channels
separated by distortion “walls.” The SUS8 coatings on all of
the confining surface gave degenerate planar alignment of
the nematic liquid crystal MLC2048. The same type of align-
ment was previously seen in similar structures with the com-
mercial material E7 (Merck) [20]. The two-dimensional di-
rector alignment configurations that correspond to these two
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FIG. 2. Two stable states (a) planar and (b) HAN as observed
through a microscope with crossed polarisers with corresponding
director profiles.
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FIG. 3. Switching the cell (a) from the planar state to a HAN
state with a low frequency ac field and (b) from a HAN state to the
planar state using a high frequency ac field.

stable states are also shown in Figs. 2(a) and 2(b). The stable
state shown in Fig. 2(a) will be referred as a planar state
because the alignment of the nematic n-director in the bulk
region remains substantially parallel to the walls of the chan-
nel. The stable state shown in Fig. 2(a) will be referred as a
hybrid aligned nematic (HAN) because the alignment in the
region of the sidewall with the symmetrical periodic grating
is substantially orthogonal to that sidewall and the director
rotates through 7/2 rad in the bulk region of the channel to
become parallel to the other straight sidewall. The stability of
both of these states is maintained due to the presence of
defects near the corners of the sawtooth grating.

B. Switching between states

To produce switching between the two bistable states
shown in Figs. 2(a) and 2(b) an in-plane electric field or-
thogonal to the channels was produced by applying bursts of
an ac voltage waveform between the electrodes shown in
Fig. 1(a) [21-26]. The electrodes were separated by a dis-
tance of 160 wm. The nematic liquid crystal material
MLC2048 is highly dispersive, having a positive dielectric
anisotropy at low frequencies and a negative dielectric aniso-
tropy at high frequencies with a crossover frequency of 18.5
kHz at room temperature [24]. In Fig. 3(a) switching from
the planar state to the HAN state is shown in response to an
ac voltage with frequency 1 kHz and 140 V peak. At 1 kHz
the nematic responds as a positive dielectric anisotropy ma-
terial (Ae=+3.00), which tends to align the n-director paral-
lel to the direction of the applied field which favors the HAN
state in Fig. 2(b). In Fig. 3(b) switching from the HAN state
to the planar state is shown in response to an ac voltage with
frequency 100 kHz and rms amplitude 100 V. At 100 kHz the
nematic responds as a negative dielectric anisotropy material
(Ae=-2.98), which tends to align the n-director perpendicu-
lar to the direction of the applied field which favors the pla-
nar state in Fig. 2(a).

There were some slight differences between the switching
that was observed in different parts of the channels. The
main features of the switching process from the planar state
to the HAN state in Fig. 3(a) were: (i) bright filamentlike
structures evolved from the peaks and the troughs of the
sawtooth sidewall and quickly spanned the width of the
channel within a few milliseconds of the field being applied;
(ii) nucleated via an instability running through the center of
the channel in the x direction the line filaments broke up into
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individual loops connected to the sawtooth sidewall; and (iii)
the loops slowly shrank and disappeared over a time period
of a few seconds. The main features of the switching process
from the HAN state to the planar state in Fig. 3(b) were: (i)
the brushes connecting each peak to each trough on the saw-
tooth sidewall became bright filamentlike structures within a
few milliseconds of the field being applied; and (iii) the
loops slowly shrank and disappeared over a time period of a
few seconds. For switching in both directions the shrinking
and disappearance of each of the loops was associated with
the movement of one or more nematic defects along one
facet of each period of the sawtooth sidewall. This part of the
switching process will be discussed in detail in the following
sections.

III. THEORETICAL MODELS

To better examine and interpret the observed behavior we
attempt to simulate the dynamic switching of the device. One
possible modeling method for simulating liquid crystal dy-
namics is the Q-tensor method [27] and significant work has
already been done to model defects induced by confined ge-
ometries using this method [28,29]. However, in order to
model the motion of defects a very accurate numerical mesh
is required in the vicinity of regions of high distortion, such
as near to a defect core. A single switching simulation can
therefore take a large amount of computational time and
memory. It would be preferable to find a more efficient
method to enable a full examination of the switching behav-
ior. We can achieve this using a director-based Ericksen-
Leslie [30] approach as follows.

A. 6 model

From observations of the device there is no evidence that
the liquid crystal director, n, comes out of the plane or that
the upper or lower surfaces have any notable effects on the
nematic structure. Therefore we make the assumption that
the sawtooth channel shown in Fig. 1 varies in only the lat-
eral two dimensions (x and y) and assume there are negli-
gible top and bottom surface effects. The cell can then be
completely modeled in 2D and so there is no need to extend
the model to 3D, which would involve a large increase in
computer time.

As the director, n, is constrained in the xy plane it is
therefore written as

n =[cos 6(x,y,1),sin 6(x,y,1),0], (1)

where 6 is the angle the director makes with the x axis as
shown in Fig. 1(b). We also make the assumption that the
electric field, E, is in the y axis so that

E=(0,E,,0). (2)

To further simplify the equations we assume the field, E,, is
constant throughout the cell. Using these assumptions the
total elastic and electrostatic free-energy density for the lig-
uid crystal region is [30],
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F= %K(Hf +67) - %Eﬁ(q +Aesin’ 6), (3)
where 6,=d60/dx and 6,=dy/dx are the spatial derivatives of
0, Ae=¢€,— €, is the dielectric anisotropy of the liquid crystal,
K is the one-constant approximation to the elastic constants
[31], € is the permittivity of free space and €, and ¢ are the
electric permittivities perpendicular and parallel to the axis
of the liquid crystal director respectively.

On the boundaries we require the liquid crystal to lie par-
allel to the surfaces. The standard surface free-energy density
for this behavior can be written as [31]

Wor=W sin*(0- a), (4)

where W is the anchoring strength and « is the angle of the
surface with the x axis.

The governing equations for the director are obtained
from a balance of the rate of change of the free energy and

dissipation taken to be D= 7192/ 2, where 6 is the time de-
rivative of # and vy, is the rotational viscosity, giving

K(6,+6,) - %EﬁAe sin(26) = 7, 6. (5)

The governing equation for the director at the surface is de-
rived from the balance of surface torques and takes the form

—-v-[K(6,+ 6,)]=Wsin[2(a - 0)], (6)

where v=[sin(a),—cos(a)] is the outward unit normal vector
at the surface, pointing out from the liquid crystal subdo-
main.

B. O-tensor model

To check the validity of this model we have compared
results to a Q-tensor model. Again we have used a one-
constant approximation for the elastic constants and a con-
stant electric field in the cell as this reduces the computa-
tional time and in this system shows little difference when
compared to variable field models. The free energy (per unit
length in the z-direction) for the Q-tensor is written as [27]

F:f (J—'d+]-‘,+Fe)dv+J Fds, (7)
A S

where A is the area of the bulk and S are the boundary
surfaces. The energy density terms are defined as

K [00;\?
Fi= 2 —(—’l) : (8)
175 48P\ axg
j=1.23
k=1,2,3
2 2b 3 4
Fi=atr(Q7) + ?tr(Q )+ c[tr(QY)], )
1 2
.7;:—56061’?‘, (10)
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=55Q-Q)” (1

where S is the bulk order parameter [27], € is the dielectric
tensor, a, b, and ¢ are thermotropic coefficients, W is the
Q-tensor anchoring strength linked to the #-model anchoring
strength, W, in Eq. (4) by the relationship W,=W/(25%) and
the symmetric traceless tensor Q is defined as

91 492 q3
Q=9 q qs , (12)
43 45 —q1— 44

where Qq is the preferred tensor on the boundary taken to be
equivalent to a uniaxial director parallel to the surface with
§=8,4 If the liquid crystal is uniaxial with a director n as
defined in Eq. (1) we can associate the components of Q
with the director angle thus,

1
g, =5 cos® - 35 qg2=Ssin fcos 6, ¢3=0,

1
q4=Ssin2¢9—§S and ¢s5=0. (13)

The governing equations for this model are derived in a simi-
lar way to the 6-model using a dissipation term D

=[7,/(45)]tr(Q?. We can recover the director angle
O(x,y,t) by finding the largest eigenvector of the Q-tensor at
each point in the liquid crystal.

C. Numerical solution method

In both cases (#-model and Q-tensor model) the govern-
ing equations can be solved using a finite-element package
[32] to determine the resulting director profile for a
given geometry. As there is only one variable to calculate
with the 6-model the solution is reached much faster than
the Q-tensor, which used five variables. Using the same
mesh size with the same parameters, the Q-tensor model
took over 14 times longer to reach the same solution as
the 6-model. The elastic and dielectric properties of the
liquid crystal are approximated in the simulations as K
=1.75X10""" N and Ae==*3. All other variables in the
simulations were approximations based on other liquid crys-
tal materials: ¥,=0.175 Nm™2s™!, W=1.75X10" Nm™,
a=-0.112X10* Nm™, »=-0.64X10* Nm™, and c=1
X 10* N m~2. Here the values of a, b and ¢ are approxi-
mately two orders of magnitude less than those measured
experimentally [27]. This increases the natural length scale
of variations in the order parameter and increases the overall
defect size, resulting in a faster numerical solution of the
problem while still providing accurate results [12]. We also
note the anchoring strength, W, relates to relatively strong
anchoring as, without a large anchoring strength the device
cannot support multiple stable states. The permittivity of free
space is €,=8.85X 10712 C> N~! m~2 and the constant field
is defined as E},:V/d, where V is the potential difference
between electrodes, taken to be 140 V and d=160 wm is the
distance between the electrodes.

PHYSICAL REVIEW E 81, 051712 (2010)

One disadvantage of the #-model is that it does not allow
the correct representation of defects moving in the bulk of
the cell [33]. However, in the case of the sawtooth grating
modeled here, where the anchoring is relatively weak, it ap-
pears that any defects created stay close to the surfaces and
so this method still provides reliable results.

D. Transmission calculation for crossed polarizers

To compare the theoretical results to those observed ex-
perimentally through crossed polarizers it would be helpful
to produce optical transmission images from the model of the
device. To do this we use the equation [34].

T=sin’[2(x + 0)]sin2(§), (14)

where T is the optical transmission, y is the angle of rotation
of one of the crossed polarisers from the x-axis (taken here to
be x=0) and & is the retardation of the liquid crystal layer
defined as

2
5=ﬂ(”_l_1)’ 15)
)\ i’lH

with the wavelength of light taken to be A=600 nm, and the
extraordinary and ordinary refractive indices of the liquid
crystal taken to be ny=1.721 and n | =1.5, respectively. With
these values T can have a value between O (represented as
black in the following figures) and 1 (represented as white).

IV. MODELING COMPARISON:
SWITCHING PLANAR TO HAN

Using the model described above we can produce a direc-
tor profile of the planar state using #=0 as an initial condi-
tion. With a positive dielectric anisotropy, Ae=3, and an ap-
plied voltage of V=140 V the #-model was used to simulate
the switching from the planar state to the HAN state. Figure
4 shows a comparison between the experiments and the
#-model. Using Eq. (14) the transmission for the simulation
is shown, and compares well with the experimental results.
When the voltage is applied the liquid crystal director rotates
toward a vertical orientation due to the dielectric response
with the electric field. The formation of the large director
reorientation loop occurs as soon as the field is applied and,
as the field is maintained, the loop reduces in size until it
disappears. When the voltage is then removed the cell re-
laxes into the HAN state. To check the accuracy of the
f-model we compared our results with that produced by the
Q-tensor model and as can be seen there is a very good
comparison between the two methods.

The loop itself is created due to a frustration in the direc-
tor profile between different parts of the sawtooth grating,
with the director rotating in different directions, §— 7/2 and
0——1/2, to align with the field, as shown in Fig. 5(a).
Between these two regions the director profile is held at 6
=0 and is unable to rotate to align with the field unless the
symmetry of the system is broken. In an experimental de-
vice, flow effects and small manufacturing inaccuracies re-
sult in the symmetry being broken and one state being pref-
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FIG. 4. (Color online) Comparison of experimental results of
switching the cell from the planar state to the HAN state with the
computed #-model director profile, the associated transmission im-
age and the transmission calculated from the Q-tensor model.

erable to the other. In this situation the liquid crystal material
near the upper surface tends toward one of these two rota-
tions. In our model there is no preference to either state on
the upper surface and so when a voltage is applied the result
can be seen in Fig. 5(b). To simulate the asymmetry as seen
in the experimental device we have introduced in our model
a small pretilt of 0.01 radians on the upper surface which
makes one orientation (in this case the §=—7/2 state) more
preferable. This can be seen in Fig. 5(c).

As the loop decreases in size the ends of the loop even-
tually begin to move together along the surface of the grating
until the loop disappears, as shown in Fig. 6. Figure 7 shows
how the x coordinate of the loop edges A and B move to-
gether as a function of time. The dashed line in Fig. 7(a)
represents experimental data. As can be seen from the experi-
mental and theoretical data the loops start to shrink at around
the same time, a few seconds after the voltage pulse is ap-
plied, and both disappear around the same time, approxi-

160um

FIG. 5. (a) The direction of rotation for the liquid crystal mol-
ecules near the surface depends on the surface orientation. (b) 0.1 s
after the voltage is applied when the upper surface has no pretilt. (c)
0.1 s after the voltage is applied when the upper surface has a small
pretilt of 0.01 radians, preferring the §=—/2 state.
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FIG. 6. The loop shrinks until it disappears near the middle of a
grating edge.

mately 9 s afterward. When looking at how the volume of the
loop changes with respect to time it can be seen that it de-
creases linearly [as shown in Fig. 7(b)] from the moment the
pulse is applied. We note here that the experimental results
match closely with the numerical results. When the loop is
formed after the pulse is applied it smoothly reduces in
height but the curvature of the top of the loop does not
change until most of the loop has already disappeared, after
which the ends of the loop begin to move together. Examin-
ing the elastic energy of the cell, from the 6-model, we can
see that after the voltage is applied the energy decreases, at
first linearly but later, as the defects start to move, in a non-
linear fashion, reaching a constant value after the loop has
disappeared (at approximately 10 s). The energy further de-
creases when the voltage is removed and the cell relaxes into
the HAN state.

From Fig. 8(a) we can see that, due to the sharp edges of
the sawtooth structure, there are two reorientation points or
“surface defects” at P; and P,. The strength of these defects
are measured as the angle of rotation of the director moving
around the defect in an anticlockwise direction. From this we
see the director rotates through angles of —2« and 2« radians
at P, and P,. Due to the sharp nature of these points there
will always be a pinned defect at both P, and P,. When the
voltage is applied a loop appears, consisting of a region of
high-director distortion where the director rotates through
radians (from 77/2 to —m/2). The energy of the system is
proportional to the length of the loop, where the distortion if
focused. Therefore, the smaller the loop becomes the lower
the overall energy of the cell is as seen in Fig. 7(c). The loop
itself is forced to decrease by the dominant bulk elastic
forces in the cell. Shortly after the pulse is applied and the
loop has decreased in size, the ends A and B start to move
toward each other [as shown in Fig. 8(b)]. The defect pinned
at P, remains unchanged as a =2« defect but P, has is trans-
formed into a (—7+2a) defect. The points A and B indicate
where the loop meets the surface. On the surface at point A
the director has no defect whereas on the surface at point B
there is a 7 defect. This defect at point B is always more
likely to form near the top of the grating as there is less
confinement than on the bottom of the grating and the energy
can dissipate more easily.

After points A and B meet the 7 defect at A+ B begins to
move toward P; as shown in Fig. 8(c). Once A+ B arrives at
P, the defects merge and become a m—2a defect as can be
seen in Fig. 8(d).

Features in longer channels

When looking at switching from the planar to the HAN
state in a long channel, both HAN states were observed
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FIG. 7. (a) The x-coordinate of the loop edges versus time for experimental data (dashed line) and numerical results (solid line). (b) The
volume of the loop decreases linearly after the voltage is applied for experimental data (dashed line) and numerical results (solid line). (c)
The elastic energy of the system decreases while the voltage is on until it reaches a constant value, then decreases as the cell relaxes into the

HAN state.

forming in the experimental device. As mentioned previ-
ously, there is usually some small manufacturing inaccura-
cies which result in the symmetry being broken and one
HAN being more preferable to the other. In a long channel
there may be many such inaccuracies, which can result in
some areas switching to one HAN state while different areas
switch to the other HAN state. In each of these states the
director is rotated in a different direction and so between two
such HAN states there is a thin filament region reaching
from the lower surface to the upper surface where the direc-
tor rotates through 7 radians, similar to the loop show earlier
(see Fig. 9). The nature of this line depends on the elastic
energies of the two adjacent HAN states, with the line bend-
ing in the direction of the HAN state with the lower elastic
energy.

To model this type of occurrence we changed the pretilt
on the upper surface such that it had an energy minima when
6=0.01 sin(P,7/70) where P, is the distance along the up-
per surface in microns from a position directly above a saw-
tooth trough. This means that in the first pitch of the saw-
tooth grating (which is 80 wm long) the upper surface favors
a small positive angle of 6 and in the next pitch it favors a
small negative value of 6, producing different HAN states,

(@ (b)

respectively. As seen in Fig. 9 the model compares well with
the experimental observations of this line. It can also be seen
that when the voltage is removed the area around where the
line appeared does not switch into either of the HAN states
and so for more reliable switching it is necessary to force one
HAN state to be predictably more energetically favorable
than the other. This can be done by changing the symmetry
of the sawtooth grating, the extent of which is currently un-
der investigation.

V. MODELING COMPARISON: SWITCHING
HAN TO PLANAR

As discussed previously, the reverse switching, from
HAN to planar state, is achieved experimentally by applying
a voltage at a sufficiently high frequency to cause the dielec-
tric anisotropy of the liquid crystal material to become nega-
tive. In the #-model we can model this behavior by simply
changing the sign of the dielectric anisotropy (in this case set
to Ae=-3 corresponding to a high-frequency ac field). As
can be seen from Fig. 10 the theoretical results and the trans-
mission results produced from the #-model again compare
well with both the experimental results and those produced

(©) (d)

80um

FIG. 8. (Color online) Enlarged plot of the director and corresponding transmission plots when switching from the planar state to the
HAN state. (a) Before the pulse is applied. (b) After the pulse is applied and the loop has decreased in size. (c) After the loop has

disappeared. (d) The final state after the pulse is removed.
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FIG. 9. When a voltage is applied across a long channel a thin
line of high distortion can appear connecting the upper and lower
surfaces.

by the more accurate Q-tensor model. One notable difference
is that in the Q-tensor results the defects can be seen leaving
the surface and annihilating in the bulk close to the surface.

When the voltage is applied the bulk director orientation
changes to a horizontal orientation and again a loop is
formed which, over time, decreases in size until it disap-
pears, leaving the director orientation in the planar state
when the voltage is removed.

As the loop decreases in size the loop ends move together
in a way similar to that shown in Fig. 6. Measuring the
position of the loop ends we can see in Fig. 11(a) that the
edges of the loop begin moving together after a few seconds.
If we compared this with Fig. 7(a) we see that here the loop
disappears much sooner when switched from HAN to planar
than planar to HAN.

Figure 11(b) shows that the volume decreases again in a
linear fashion but the maximum volume of the loop is much
less than that seen in Fig. 7(b). This can be seen in the
experimental results comparing Fig. 4 with Fig. 10. Again
the experimental results and numerical results for the volume
change of the loop are similar. The differences observed
could be due to the small changes in the geometrical struc-
ture due to manufacturing processes which may initiate de-
fect. The elastic energy shown in Fig. 11(c) reduces as the
loop volume decreases and reaches a constant value at the
same time as the loop disappears. This then decreases again
as the cell relaxes into the stable planar state.

Taking a closer look at the loop disappearance, shown in
Fig. 12(a), we can see that before the pulse is applied there is
a m—2a defect at point P; and a —m+2« defect at point P,
due to the sharp corners. After the pulse has been applied and

(a) (b)
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FIG. 10. (Color online) Comparison of experimental results for
switching the cell from the HAN state to the planar state with the
0-model director profile, the transmission profile resulting from this
director profile and with the Q-tensor model.

the loop ends A and B begin to move together. In Fig. 12(b)
we can see that the defect at P has split into a -2« defect,
pinned at P, and a 7 defect at point A. Similarly the defect
at P, has split apart into a 2« defect, pinned at P,, and a —7
defect at point B. As time progresses, points A and B come
together and annihilate each other, leaving the director pro-
file as shown in Fig. 12(c). This differs from the case when
switching from the planar state to the HAN state as in that
case there is only one defect moving, from P, to P;.

VI. CONCLUSION

The switching from the planar to the HAN state and also
from the HAN to the planar state has been found to be asso-
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FIG. 11. (a) The x-coordinate of the loop edges versus time as the voltage is applied for experimental data (dashed line) and numerical
results (solid line). (b) The volume of the loop decreases in a linear fashion as the voltage is applied for experimental data (dashed line) and
numerical results (solid line). (c) The elastic energy of the system also decreases while the voltage is on until it reaches a constant value, then

decreases as the cell relaxes into the planar state.
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(a) (®) (©

80um

FIG. 12. (Color online) Enlarged plot of the loop annihilation
from the HAN state to the planar state. (a) As the voltage is applied
the ends of the loops begin to move together along the surface edge.
(b) The transmission representation of the director profile in (a).

ciated with the collapsing of filamentlike director reorienta-
tion loops (tilt-wall or domain-wall loops) and the associated
motion and annihilation of director reorientation points (sur-
face defects) along and close to the edge at the sawtooth
sidewall. The predictions from both n-director-based
Ericksen-Leslie theory and Q-tensor theory are in good
agreement with the experimental observations of the optical
textures between crossed polarizers. The Ericksen-Leslie
theory does not describe nematic defect cores because it is
restricted to an order parameter of constant magnitude and
therefore does not allow the correct representation of defects
moving in the bulk of the cell. However, since the defects
remain pinned in close vicinity to the sidewall surface this
less computationally intensive director-based theory has been
found to fully describe the time evolution of the dynamic
two-dimensional alignment textures during the switching
process as long as finite surface anchoring of the n-director is
assumed.

These observations can be compared with the switching
mechanisms that have been predicted theoretically for flexo-
electrically driven switching in similar geometries. Refer-
ences [12,14] consider the zenithal analog of the azimuthal
geometry that is reported here and consider a surface relief
grating with a sinusoidal or skew-sinusoidal profile. Their
predictions are relevant to the current work if any influence
of parallel plates that confine the nematic layer into the azi-
muthal plane is neglected. In Ref. [12], which used a
Q-tensor theoretical approach, the switching between the two
ground states is predicted to occur through the creation and
annihilation of pairs of defects. However, in contrast to the
observations reported here, the defects move well within the
bulk away from the surface during the switching process. In
Ref. [14] defect trajectories were investigated using a lattice-
Boltzmann scheme during latching between bistable states. It
was found that when two defects moved toward each other
along the grating surface prior to annihilation their trajectory

PHYSICAL REVIEW E 81, 051712 (2010)

deviated away from the surface and this deviation was great-
est at higher values of the dielectric anisotropy. A submi-
crometer grating pitch of 0.27 um was considered and the
maximum deviation of the defect trajectory from the grating
surface was 0.02 wm. For a grating of pitch 70 um in the
current work this would equate to deviation of 5 um (mak-
ing a naive assumption of linear scaling) which would have
been observable in our experiments. We would not have been
able to detect a deviation of order 2 um or lower.

In our two-dimensional theoretical analysis the influence
of the interactions between the nematic and the parallel
plates that confine the nematic layer into the azimuthal plane
has been neglected. We obtain good agreement between the
observed time evolution of the experimental optical textures
and the predictions from the two theoretical approaches us-
ing realistic values for the rotational viscosity, elastic con-
stant, and dielectric anisotropy of the nematic material that
was used in the investigation. The theoretical predictions
shown in Figs. 6(a) and 9(a) for the movement of the surface
defects (where the director reorientation loops meet the side-
wall surface) are in qualitative agreement with the observed
movement but do not reproduce the time dependent veloci-
ties of these defects. The surface anchoring at all of the solid
surfaces is planar degenerate and evidence that this is weak
for azimuthal rotation of the local director comes from the
observation that the sidewall morphology is the dominant
factor in determining the optical texture [18,20]. This situa-
tion obtains for the channel dimensions used in the current
study (channel width 90 um nematic layer thickness
20 wm) but not for nematic layers with a thickness of
10 pwm and below where the in-plane switching becomes
inhibited.

We have observed asymmetry in the velocities of surface
defects having different signs as they move toward each
other on the surface prior to annihilation. Defect movement
is associated with a dynamic reorientation of the surrounding
director field which is in turn coupled to the changing sur-
rounding elastic and velocity flow fields. This has been pre-
dicted to lead to defects of opposite strength moving together
at different velocities [35-37]. This phenomenon has re-
cently been demonstrated experimentally for +1/2 and —1/2
defects moving in a nematic layer with very weak azimuthal
anchoring at the upper and lower confining plates [38]. In
our experimental system the azimuthal anchoring is stronger
(a surface anchoring energy of W=1.75X10" N m™' was
used in the Ericksen-Leslie simulation) and the defects move
along a surface rather than freely within the bulk of the nem-
atic layer. The interaction with the surface can interfere with
the smooth migration of the defects because temporary pin-
ning can occur at micrometer-scale inhomogeneities on the
surface. The properties of the sidewall surface will therefore
play a critical role in any azimuthal bistable nematic device
where switching involves surface mediated processes.
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