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We characterize both analytically and numerically short-range forces between spatially diffuse interfaces in
multi-phase-field models of polycrystalline materials. During late-stage solidification, crystal-melt interfaces
may attract or repel each other depending on the degree of misorientation between impinging grains, tempera-
ture, composition, and stress. To characterize this interaction, we map the multiphase-field equations for
stationary interfaces to a multidimensional classical mechanical scattering problem. From the solution of this
problem, we derive asymptotic forms for short-range forces between interfaces for distances larger than the
interface thickness. The results show that forces are always attractive for traditional models where each
phase-field represents the phase fraction of a given grain. Those predictions are validated by numerical com-
putations of forces for all distances. Based on insights from the scattering problem, we propose a multi-phase-
field formulation that can describe both attractive and repulsive forces in real systems. This model is then used
to investigate the influence of solute addition and a uniaxial stress perpendicular to the interface. Solute
addition leads to bistability of different interfacial equilibrium states, with the temperature range of bistability
increasing with strength of partitioning. Stress in turn, is shown to be equivalent to a temperature change
through a standard Clausius-Clapeyron relation. The implications of those results for understanding grain
boundary premelting are discussed.
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I. INTRODUCTION AND SUMMARY

Multi-phase-field models provide a powerful method to
simulate complex interfacial patterns in a wide range of ap-
plications including polyphase and/or polycrystalline solidi-
fication �1–6�, grain growth �7,8�, as well as domain struc-
tures and solid-state phase transformations �9�. The
equilibrium and nonequilibrium properties of isolated inter-
faces in multi-phase-field models are by now well-
understood. Well-developed procedures exist for selecting
model parameters in order to match some experimentally
specified set of interfacial free-energies and mobilities �5,6�.
In contrast, the interactions between interfaces have re-
mained comparatively more poorly characterized. Interfaces
in phase-field models are inherently spatially diffuse. Hence,
they interact when their distance becomes roughly compa-
rable to the interface width ��. Those interactions can
strongly influence the behavior of polycrystalline materials
in many processes �such as sintering and solidification�
where interfaces come into close contact at various process-
ing stages.

There have been a few studies of grain coalescence using
multi-phase-field models �10,11�, where different “phases”
correspond to different �discrete� grain orientations, as well
as phase-field models with an order parameter representing
the local �and arbitrarily continuous� crystal orientation

�12,13�. Those studies have yielded useful insights but have
been mostly numerical due to the inherent difficulty to treat
analytically the interaction between diffuse interfaces.

In this paper, we develop an analytical approach to com-
pute short-range interactions between diffuse interfaces in
multi-phase-field models. This approach is based on recast-
ing the multi-phase-field equations for stationary interfaces
in the form of a classical mechanical scattering problem. A
one-dimensional mechanical analog is standard for treating
the properties of isolated stationary phase-field interfaces
�14�. It has also been used to treat interactions between non-
linear fronts in the real Ginzburg-Landau equation �15�,
which is analogous to the equation for a single phase-field.

In a multi-phase-field context, the mechanical analog be-
comes higher dimensional, and hence more difficult to ana-
lyze. It describes the motion of a point particle moving in N
dimensional space where N is the number of phase-fields. In
standard multi-phase-field models, each phase-field �i de-
scribes the fraction of a given phase or grain orientation,
which varies smoothly between zero and unity, with the
physical constraint that �i=1

N �i=1. The mechanical problem
is therefore subject to this constraint, but can also be formu-
lated in N−1 dimensions after elimination of this constraint.
This problem can be solved using conservation of total me-
chanical energy, which is the sum of kinetic and potential
parts; the kinetic energy is related to square-gradient terms in
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the multi-phase-field free-energy functional and the potential
energy is just the bulk free-energy density in this functional,
albeit with the opposite sign. The solution yields asymptoti-
cally exact analytical expressions for the forces between in-
terfaces for distances W large compared to the interface
thickness �W���.

As a concrete example of application, we use the me-
chanical analog supplemented by numerics to characterize
the interaction of crystal-melt interfaces. This interaction is
relevant for understanding grain coalescence and grain
boundary premelting phenomena. The latter has been exten-
sively studied experimentally �16–18� and theoretically using
lattice models �19,20�, atomistic molecular dynamics or
Monte Carlo simulations �21–23� �with earlier references
therein�, multi-phase-field models �10,11�, orientational
order-parameter phase-field models �12,13�, and phase-field
crystal models �24,25�. Even though grain boundary premelt-
ing is not fully understood, there is emerging consensus that
it originates fundamentally from a repulsive interaction be-
tween crystal-melt interfaces for high-energy grain bound-
aries, which is directly relevant for the present study. This
repulsion gives rise to the formation of an intergranular liq-
uid film with a width that diverges at the melting point.

The repulsive force responsible for the “premelting” of
high-energy boundaries was computed in recent molecular
dynamics of pure Ni �21� and a two-dimensional phase-field
crystal study of hexagonal crystals �25�. This force was
found to decay exponentially with increasing distance be-
tween interfaces in qualitative agreement with the form tra-
ditionally assumed in sharp interface theories �10,26�. In ad-
dition, for low-energy boundaries, the phase-field crystal
study revealed that this force is attractive at large distance
but repulsive at short distance, as also recently observed in a
molecular dynamics simulation study of different grain-
boundary types �23�. In this attractive-repulsive case, the
force vanishes at some intermediate equilibrium liquid film
thickness, which remains finite at the melting point. For two
grains with the same crystal orientation, in turn, the force
between crystal-melt interfaces is purely attractive, in agree-
ment with the fact that such grains generally coalesce to form
a single grain. These three qualitatively different behaviors:
purely repulsive �i� for high-energy boundaries, attractive re-
pulsive �ii� for low-energy boundaries and purely attractive
and �iii� for grains of the same orientation are depicted sche-
matically in Fig. 1.

From a practical standpoint, liquid films can lead to a
significant reduction in the shear resistance of a polycrystal-
line mush and have been invoked recently to explain hot
cracking of metallic alloys during late-stage solidification
�10,27�. Therefore the ability to reproduce the correct cross
over from attractive to repulsive behavior with increasing
grain boundary energy is essential for modeling this phenom-
enon and constitutes a stringent test for continuum models of
polycrytalline materials at high homologous temperature.
Ideally, a multi-phase-field model should provide enough
flexibility to reproduce force distance �−dVex�W� /dW versus
W� curves with the characteristics of Fig. 1, which can be
computed from molecular dynamics simulations �21,23�.

A main finding of the present paper is that the standard
multi-phase-field formulation �4–6� is unable to reproduce

the purely repulsive behavior for high-energy boundaries,
corresponding to case �i� in Fig. 1, although it reproduces
well the other behavior �ii�, as well as �iii� that is a limiting
case of �ii� for vanishing misorientation. In this respect, the
standard multi-phase-field approach is more limited than the
orientational order-parameter phase-field formulation that is
able to reproduce all three behaviors �12,13�. Using the me-
chanical analog, we show that this limitation of multi-phase-
field models stems from the fact that phase-fields generally
represent phase �grain� fractions locally in space, and hence
are constrained in the interval 0��i�1 in this interpreta-
tion.

This result appears to contradict the finding of a purely
repulsive behavior for a high-energy boundary in the recent
multi-phase-field study of Cu-Ag alloys by Mishin et al.
�11�. However, these authors used a modified multi-phase-
field formulation that allows some phase-fields to become
negative ��i�0� in the region where diffuse interfaces over-
lap. Therefore, their results do not contradict our finding that
multi-phase-field models do not model pure repulsion when
formulated in the traditional way where the �i’s represent
positive phase/grain fractions. Rather, when interpreted in
the light of the present analysis, the study of Mishin et al.
�11� shows that the multi-phase-field approach can be modi-
fied to reproduce all desired behaviors in Fig. 1 with a less
stringent physical interpretation of the phase-fields.

In the present paper, we develop a different multi-phase-
field approach where the free-energy landscape is inspired
from the solution of the mechanical analog problem. This
approach abandons completely the interpretation of the
phase-fields as phase fractions and uses a minimum number
of phase-fields, as in a previous study of polyphase solidifi-
cation �3�. This number is the same as the number of differ-
ent grain orientations �two here for a bicrystal�, which is also

FIG. 1. �Color online� Schematic plots of �a� disjoining potential
Vex and �b� liquid film width W versus temperature for three quali-
tatively different behaviors in an elementary material �i� purely re-
pulsive, �ii� repulsive attractive, and �iii� purely attractive. The solid
�dashed� lines in �b� denote stable �unstable� equilibrium states. The
disjoining potential Vex represents the excess interfacial free-energy
due to the interaction between interfaces �i.e., the total excess inter-
facial free-energy minus twice the crystal-melt free-energy� and
−dVex�W� /dW is the thermodynamic driving force causing inter-
faces to attract or repel each other. A uniaxial tensile �compressive�
stress is predicted to have a similar effect as a temperature increase
�decrease� in �b� through a Clausius-Clapeyron relation. The equi-
librium state is monostable with a unique W below the melting
point in �i� but can become bistable with two different W values
with sufficient solute addition.
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the number of phase-fields in the standard multi-phase-field
formulation after elimination of one phase-field using the
constraint �i=1

N �i=1. The present formulation has the advan-
tage of allowing to model the different interaction regimes in
Fig. 1 by varying a parameter that controls the sign and
magnitude of the interaction between interfaces at large sepa-
ration in an analytically predictable way.

This formulation is developed first for an elementary ma-
terial and then extended to a dilute binary alloy to investigate
analytically and numerically solute effects on interface inter-
actions. Solute addition is found to lead to the possibility of
a qualitatively different behavior. Above a threshold concen-
tration, two equilibrium states with different widths can co-
exist at some temperature below the melting point, as also
found in Ref. �11�. This temperature corresponds to a classi-
cal Maxwell point and the equilibrium state with larger
�smaller� width is thermodynamically stable �metastable�
above this temperature and vice versa below. We show ana-
lytically that this “bistability” follows from the fact that sol-
ute addition makes the long-distance interaction between in-
terfaces more repulsive. Furthermore, we show that this
effect becomes more pronounced for stronger partitioning of
solute between solid and liquid. Interestingly, this type of
bistability was not observed in a recent atomistic study of
grain boundary premelting in Cu-Ag alloys �22�. In this
study, the same boundary showed an attractive-repulsive be-
havior of type �ii� in Fig. 1 for both pure Cu and with Ag
enrichment. However, this does not exclude the possibility of
bistability for boundaries that already show repulsive behav-
iors in a pure case.

Finally, we investigate the effect of uniaxial stress perpen-
dicular to a grain boundary on its premelting behavior. The
coupling of solid-liquid phase change and stress is intro-
duced by treating the liquid as a shear-free solid following
the approach of Slutsker et al. �28�. Stress is shown to be
equivalent to a temperature change through a standard
Clausius-Clapeyron relation for a physically plausible choice
of coupling between phase-field variables and elastic energy,
i.e., a tensile �compressive� stress corresponds to heating
�cooling�. This prediction should be testable by atomistic
simulations and experimentally.

The paper is organized as follows. In the next section, we
briefly review a simple sharp interface model �10,26� that
provides an intuitive picture of repulsive and attractive inter-
actions. We then develop the mechanical analog in Sec. III.
We consider first the coalescence of two grains of the same
crystal orientation that can be rigorously treated with one
phase-field. We then extend the approach to the more com-
plex case of a bicrystal with three phase-fields. We first dis-
cuss qualitatively why a repulsive behavior is difficult to
obtain by examining the particle trajectories of the mechani-
cal problem inside the Gibbs phase triangle and discuss how
a simple triple-well one phase-field model can produce pure
repulsion. The mechanical analog is applied in Sec. IV to
compute explicit asymptotic forms of interaction forces for
the multi-phase-field model of Ref. �5�. The results confirm
the qualitative analysis of particle trajectories inside the
Gibbs triangle. Next, in Sec. V, we present our two phase-
field model of a pure bicrystal, which is a generalization of
the triple-well one phase-field model and analyze both ana-

lytically and numerically its properties. Solute and stress ef-
fects are then treated in Secs. VI and VII, respectively. We
conclude with a few remarks in Sec. VIII. Technical details
are given in several appendices where one appendix dis-
cussed difference between double-well and double-obstacle
potentials.

II. SHARP-INTERFACE THEORY

The simplest picture of interface interaction is based on
comparing at the melting point the excess interfacial free-
energy of a dry grain boundary, �gb, and the excess corre-
sponding to two well-separated solid-liquid interfaces, 2�sl.
If �gb	2�sl, the system can in principle lower its free-
energy by forming a liquid layer, and the interfaces from two
grains should repel each other. In contrast, if �gb�2�sl, the
interfaces should attract each other so that the grain bound-
ary remains dry.

This picture can be extended to predict the width W of
this liquid layer as a function of temperature by writing the
total excess interfacial free-energy in the form


Fex = W
f�T� + Vex�W� + 2�sl, �1�

where 
f = f l− fs is the difference between the bulk liquid �f l�
and bulk solid �fs� free-energy density and the sum of the
other two terms represents the total excess interfacial free-
energy. Close to the melting temperature TM,


f�T� = L�T − TM�/TM , �2�

where L is the latent heat of melting per unit volume. In
addition, the quantity Vex�W� is the excess due to the inter-
action between solid-liquid interfaces, which can be assumed
to have the simple form �10,26�

Vex�W� = ��gb − 2�sl�exp�− W/�� , �3�

which interpolates between the limits of a dry grain bound-
ary for W→0 and two well-separated solid-liquid interfaces
for W→+�. The length � sets the range of the exponentially
decaying interaction. As in recent studies �5,21,23�, we refer
to Vex�W� as the “disjoining potential” by analogy with the
disjoining pressure of fluid physics, i.e., the derivative
−dVex /dW is the disjoining force that pulls interfaces apart
when �gb	2�sl.

This form reproduces the purely repulsive and attractive
cases �i� and �iii� in Fig. 1 when �gb is larger and smaller
than 2�sl, respectively. However, it does not reproduce the
intermediate behavior �ii� with short-distance repulsion and
long-distance attraction predicted in recent phase-field crys-
tal �5� and atomistic �23� modeling studies. This limitation
can be attributed to the fact that Eq. �3� assumes sharp inter-
faces and does not describe the short-range repulsion associ-
ated with the formation of dislocations �5�, which is still
present for low-energy boundaries. While both the multi-
phase-field �11� and orientational order-parameter phase-field
models �12,13� also do not describe dislocations explicitly,
the spatially diffuse nature of interfaces in those models suf-
fices to produce qualitatively a short-range repulsion on a
scale ��� and hence the intermediate behavior �ii�.
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The temperature dependence of the liquid layer width is
obtained by minimizing the excess free-energy given by Eq.
�1� with respect to W, with Vex�W� given by Eq. �3�. This
minimization predicts a logarithmic divergence of W as T
approaches TM from below for �gb	2�sl, consistent with the
behavior �i� in Fig. 1�b�. For �gb�2�sl, it predicts that the
grain boundary remains dry over a finite superheated tem-
perature range. The dashed line �iii� in Fig. 1�b� corresponds
in this case to “unstable” equilibrium states. If interfaces are
pulled slightly together away from their unstable equilibrium
separation, they attract each other until they join in the meta-
stable dry grain boundary state with zero width. In contrast,
if they are moved slightly apart, they repel each other to
form a layer width of infinite thickness.

III. MECHANICAL ANALOG

A. Two grains of the same crystal orientation

We consider first the coalescence of two grains with the
same crystal orientation. A single phase-field is sufficient to
distinguish between solid and liquid since both grains are
equivalent. As depicted by case �iii� in Fig. 1�b�, crystal-melt
interfaces are expected to attract each other for all separa-
tions W, since �gb=0. As just explained at the end of the last
section, this attraction implies the existence of unstable equi-
librium states for T	TM. The mechanical analog can be used
to prove the existence of those states, and hence to conclude
that the interaction is attractive. The free-energy per unit area
of interface has the form

F =� dx�

2
	d�

dx

2

+ fb��,T�� , �4�

where fb�� ,T� is the bulk free-energy density corresponding
to a standard double-well potential with minima of equal
height at T=TM. A convenient form is

fb��,T� = fdw��� + gT���L�T − TM�/TM , �5�

where fdw���=h�2�1−��2 has minima at 0 and 1 corre-
sponding to liquid and solid, respectively, and gT��� is a
monotonously increasing function of � with vanishing first
derivative at 0 and 1, and with gT�0�=0 and gT�1�=1.

The equation for planar equilibrium solutions ��F /��
=0� is


d2�

dx2 = −
dU

d�
, �6�

where we have defined U=−fb. This equation has the form of
Newton’s law for a one-dimensional particle of “mass”  and
“coordinate” � moving in a potential U=−fb, with x measur-
ing “time.” The Hamiltonian for this dynamical system is the
total energy, which is conserved in time. It is the sum H
=K+U of the kinetic energy K=�d� /dx�2 /2 and potential
energy U.

The proof of the existence of stationary solutions for T
	TM follows immediately from this mechanical analog. To
see this, consider the phase-field profile corresponding to an
unstable equilibrium solution for T	TM, which is illustrated

in Fig. 2�a�. This solution depicts a situation where the at-
tractive force between the two grains due to the overlap of
the diffuse interface is balanced by the overheating that fa-
vors the liquid phase. In this analogy where x is time, the
phase-field profile corresponds to the trajectory of a particle
in the potential U, which has the form of a double-well po-
tential turned up-side-down �U=−fb� with the liquid at a
higher mechanical potential energy �corresponding to a
lower free-energy density�. The particle leaves the equilib-
rium point A, corresponding to the left grain, rolls down and
then up the potential to reach the turning point B with zero
velocity, corresponding to zero slope �d� /dx=0� in the
physical phase-field profile, and then rolls back down and up
to the same equilibrium point A, which now corresponds to
the right grain. It is clear that this A-B-A trajectory must
exists as long as there is a turning point, which is always true
for T	TM.

This mechanical analog can also be used to understand
the divergence of W as the melting point is approached from
above. For this, we note that the turning point approaches the
liquid peak of the potential energy as T approaches TM.
Therefore the particle will spend increasingly more time
close to this peak as T becomes closer to TM. Therefore, this
time, and hence W in the analogy where time is x, must
diverge as T→TM.

While this picture of the divergence is only qualitative, a
quantitative understanding for large W is obtained by analyz-
ing the trajectory close to the turning point and using con-
servation of mechanical energy. We sketch here the proce-
dure and the details are elaborated in Sec. IV. Conservation
of energy implies that

FIG. 2. �Color online� Mechanical analog for coalescence of
two grains of the same crystal orientation. The phase-field profile
�a� correspond to the coordinate � of a point particle moving in the
potential U���=−fb��� shown in �b� with x �the coordinate normal
to the interface� measuring time in this analogy; fb is the bulk
free-energy density. The trajectory is shown for a stationary, albeit
thermodynamically unstable, interface profile for T	TM where the
liquid has a lower free-energy than the solid �i.e., fb�0�� fb�1� and
hence U�0�	U�1��. In this case, the particle rolls down the poten-
tial energy landscape and then up to the turning point B after which
it rolls back down and up to point A. This analogy also shows that
a stationary interface profile cannot exist for T�TM because of the
absence of turning point in this case: the particle rolls past the liquid
peak and never returns. This is consistent with the fact that inter-
faces from two grains of the same orientation cannot repel each
other.
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H =


2
	d�

dx

2

+ U��� = − L�T − TM�/TM , �7�

where we have used the fact that the particle has zero kinetic
energy in the solid corresponding to the stationary point A in
Fig. 2, and thus that H=U�1�=−fb�1�. Applying this conser-
vation law at the turning point corresponding to point B in
Fig. 2, we obtain that

h�tp
2 � L�T − TM�/TM , �8�

where we have used the fact that the value of � at this point
is small when the two interfaces are well separated and that
gT��� yields a negligible contribution. This must be so
because the turning point is physically located midway
between the two interfaces. Since the phase-field decays
exponentially in space away from the solid-liquid interfaces
on both sides of this point, we would expect that �tp
�A exp�−W /�� with ���, where �� /h�1/2 is the inter-
face thickness. This relation together with Eq. �8� predicts a
logarithmic divergence of W as T−TM →0+. Values for A and
� are easily obtained by matching the solutions of Eq. �6� in
the inner region close to the turning point and the outer re-
gions close to the interfaces, which are both known analyti-
cally in this simple example.

This analysis yields an analytical expression for the liquid
layer width as a function of temperature, from which one can
also obtain the disjoining potential using Eq. �1�. For the
present example, this yields

Vex�W� = − 6�sl exp�− W/��, �W � �� , �9�

with �=� /�2. The prefactor 6�sl is three times larger than
predicted by the sharp interface theory, i.e., Eq. �3� with
�gb=0 �but depends on the precise definition of W for the
diffuse interfaces�. This is not surprising since the attractive
interaction for large interface separation is governed by prop-
erties of spatially diffuse interfaces.

B. Multi-phase-field model of a bicrystal

The standard way to describe a system consisting of a
liquid and two grains of different crystal orientations with a
multi-phase-field model is to use one order parameter for
each grain, chosen arbitrarily here as �1 and �2 for grains 1
and 2, respectively, and a third ��3� for the liquid. In addi-
tion, the constraint

�1 + �2 + �3 = 1, �10�

is imposed consistent with the interpretation that each �i
represents the volume fraction of the ith phase. This interpre-
tation also implies in principle that 0��i�1 for each phase-
field but those constraints are not imposed. The range of
variation in the phase-fields depends generally on the details
of the free-energy functional. Standard multi-phase-field
models �6� typically guarantee that 0��i�1 for all i. The
same is true for the polyphase solidification model of Ref.
�5�, which is adapted to a bicrystal in Sec. IV. In contrast, in
the formulation of Ref. �11�, the �i’s can become negative. In
this subsection, we restrict our attention to using a mechani-
cal analog to draw general qualitative conclusions about in-

terface interactions in a broad class of models where all
phase-fields vary in the interval zero to unity.

The multi-phase-field free-energy functional can be writ-
ten in the general form

F =� dV�fk���i�,���i�� + fb���i��� , �11�

where fk is the “kinetic part” of the free-energy density that
contains gradient terms and fb is the bulk free-energy den-
sity. The former vanishes inside bulk phases while the latter
remains finite.

The stationary equations, which describe both stable and
unstable equilibria, are given by

�F

��i
− �0 = 0, for i = 1,2, and 3, �12�

where

�0 =
1

3�
i=1

3
�F

��i
, �13�

is a Lagrange multiplier to satisfy the constraint Eq. �10�. It
is also possible to formulate the stationary equations by us-
ing the constraint Eq. �10� to eliminate one of the phase-
fields, chosen arbitrarily here as �3, directly in Eq. �11�. The
stationary equations then have, at least formally, a simpler
form without constraint

�F

��i
= 0, for i = 1 and 2. �14�

For the effectively one-dimensional bicrystal geometry
shown in Fig. 3, the stationary phase-field equations �14� are
coupled ordinary differential equations with the independent
variable x. These equations are mapped to a classical me-
chanical problem for the motion of a particle in a conserva-
tive potential by introducing the generalized momenta pi

=�f /��̇i, where we write a “dot” to denote d /dx to empha-
size the analogy to classical mechanics. From those mo-
menta, we can construct the Hamiltonian

H = �
i=1

3

pi�̇i − f , �15�

which is conserved in time �Ḣ=0� and where f = fk+ fb is the
total free-energy density. Energy conservation also holds if
the mechanical problem is formulated with the constraint
�10� since the latter is holonomic, i.e., it only depends on the
phase-fields and not their gradients and is “time”-
independent. Both formulations without and with constraint
are shown to be completely equivalent in Appendix A and
we use here the formulation without constraint as described
in Table I.

Let us now examine the particle trajectories in the bicrys-
tal geometry of Fig. 3�a�. As in the last subsection, the nature
of the interaction for large separation �W��� can be deduced
from the existence of particle trajectories that correspond to
physically admissible interface profiles close to melting. The
interaction is attractive �repulsive� if stationary interface pro-
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files exist for T	TM �T�TM�. It is useful to represent the
particle trajectories in the standard Gibbs phase triangle
shown in Fig. 3�b�. The perpendicular distance of a point
inside the triangle to an edge of the triangle is proportional to
the volume fraction of the phase labeled at the corner oppo-
site to this edge. Together with the constraint �10�, this as-
signs a set of phase-field values ��1 ,�2 ,�3� for each point
inside the triangle.

The three corners of the Gibbs triangle correspond to
minima of bulk free-energy density and hence to maxima of
the conservative potential U=−fb. Consequently, a particle
trajectory that connects the two grains, shown as a dashed
line in Fig. 3�b�, leaves the grain-1 corner with zero velocity
at x=−� and ends at the grain-2 corner with zero velocity at
x=+�. As T approaches TM, the particle must approach the
liquid corner arbitrarily close and spend a long time near that
corner, corresponding to a large liquid film width.

The remaining question is whether such particle trajecto-
ries exist in a slightly undercooled and/or superheated tem-
perature range. For the one-dimensional mechanical analog
of Fig. 2, the answer was clear since the point of closest
approach to the liquid was a turning point. The particle only
turned back if the liquid was at a higher mechanical potential
energy, which required T	TM since U=−fb. In the present
case, the point of closest approach to the liquid �dark filled
circle Fig. 2� is not a simple turning point since the particle

has a finite velocity at this point. Instead, the liquid corner
acts as a “scattering center.” A rigorous answer to the above
question therefore requires a local analysis close to the liquid
corner region to solve the scattering problem that connects
incoming and outgoing particle trajectories corresponding to
diffuse solid-liquid interfaces. This analysis, described in
Sec. IV for a specific choice of a multi-phase-field model,
shows that scattering trajectories inside the Gibbs triangle
only exist above the melting point, and hence that the inter-
action between interfaces is always attractive for large sepa-
ration.

This answer can be qualitatively understood from the
structure of the scattering problem with the help of Fig. 3. If
T	TM, the liquid corner is at a higher mechanical potential
energy than the corners corresponding to grains 1 or 2, and
can therefore succeed to scatter the particle at a large angle
back toward the grain-2 corner. In contrast, if T�TM, the
liquid corner is at a lower potential energy and the particle
will generally scatter with a smaller angle, thereby leaving
the Gibbs triangle. The existence �absence� of trajectories for
T	TM�T�TM� implies that the interaction between inter-
faces is generally attractive at large W in a multi-phase-field
formulation where trajectories lie inside the Gibbs triangle.

This qualitative picture suggests how to construct a multi-
phase-field approach to reproduce both attractive and repul-
sive interactions by relaxing the constraint that the trajecto-
ries lie inside the Gibbs triangle. The idea, which abandons
the interpretation of the phase-fields as volume fractions, is
to construct a free-energy landscape where the free-energy

FIG. 3. �Color online� Schematic representation of �a� the
phase-field profiles for a wet bicrystal and �b� the corresponding
scattering trajectory �dashed line� inside the Gibbs phase triangle. A
physically admissible phase-field profile corresponds to a scattering
trajectory where a particle leaves grain 1 with zero velocity and
bounces from the liquid corner to arrive at grain 2 with again zero
velocity. The liquid corner is approached arbitrarily close as T
→TM and W→�. If T	TM, the liquid corner is at a higher me-
chanical potential energy than the corners corresponding to grains 1
or 2, and can therefore succeed to produce this large angle hard
scattering. In contrast, if T�TM, the liquid corner is at a lower
potential energy and the particle will generally scatter at a smaller
angle from the horizontal axis, thereby leaving the Gibbs triangle.
The existence �absence� of trajectories for T	TM �T�TM� implies
that the interaction between interfaces is generally attractive at large
W in a multi-phase-field formulation where trajectories lie inside
the Gibbs triangle.

TABLE I. Correspondence between the multi-phase-field sta-
tionary equations describing a one-dimensional interface profile
�Fig. 3� and the classical mechanical problem of particle motion in
a conservative potential where “dot” denotes differentiation with
respect to “time” x in this analogy.

Free-energy density Lagrangian

f = fk+ fb L=T−U

Free-energy F Action S

Position x Time t

Phase-field �i Coordinate qi

Stationary phase-field equations Stationary action
�F

��i�x�
=0

�S

�qi�t�
=0

Generalized momenta Generalized momenta

pi=
�f

��̇i

pi=
�L

�q̇i

Hamiltonian Hamiltonian

H = �
i

pi�̇i − f H = �
i

piq̇i − L

Conservation law Energy conservation

Ḣ=0 Ḣ=0
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density minima corresponding to the grains and the liquid are
arranged in such a way that the scattering angle of the par-
ticle from the liquid corner can be tuned to change the sign
of the interaction, which is attractive for “hard” back scatter-
ing but repulsive for “soft” forward scattering from grain 1 to
grain 2. A model with two phase-fields � and � built on this
idea is shown schematically in Fig. 4, and presented in more
detail in Sec. V. This model makes it possible to continu-
ously change the interaction from attractive to repulsive by
reducing the distance �0 of the liquid free-energy minimum
from the axis passing through the other two solid minima.
Reducing this distance reduces the scattering angle that van-
ishes for �0=0. In this extreme case, the liquid minimum lies
along the same axis as the two solid minima. Therefore the
particle trajectory becomes simply one-dimensional and hops
over the liquid minimum without being scattered. Such a
trajectory can clearly only exist for T�TM since U=−fb.
This rigorously proves that the interaction between interfaces
is repulsive in this limit of the model.

IV. ANALYSIS OF MULTI-PHASE-FIELD MODELS

In this section, we use the mechanical analog to compute
analytically the large-distance interaction between interfaces
in standard multi-phase-field formulations where the particle
trajectories lie inside the Gibbs phase triangle, as shown in
Fig. 3. As discussed in the last section, this requires an analy-
sis of the trajectory near the liquid scattering center, which
corresponds to the liquid region between the two grains. We
illustrate here this computation for the specific choice of the
model of Ref. �5�, but also consider other multi-phase-field
formulations at the end of this section. The model of Ref. �5�
has two advantages for the present analysis. First, in the sim-
plest case of equal interfacial energies, the phase-field pro-
files are known analytically. Second, isolated interfaces be-
tween two phases, referred hereafter as binary interfaces, run
exactly along the edges of the Gibbs triangle. Therefore the
interface along a given edge does not contain a spurious

admixture of the phase labeled at the corner opposite to this
edge ��3=0 everywhere along the interface between grain 1
and grain 2, etc�. We supplement our analysis by exact nu-
merical computations of the forces for arbitrary distances
between interfaces.

A. Free-energy functional

The individual contributions to the free-energy are

fdw = h�
i=1

3

�i
2�1 − �i�2, �16�

where h is a measure for the barrier height between the bulk
states with the dimension of an energy density. The gradient
energy is

fk =


2 �
i=1

3

���i�2, �17�

where the parameter  plays the role of the mass in the
mechanical picture. For the phase-field model, h and 
specify the solid-liquid free-energy and the interface thick-
ness, see below. To allow for unequal solid-liquid and grain
boundary interfacial energies, we add a grain boundary en-
ergy term which raises the free-energy well between the solid
phases,

fgb = ha�1
2�2

2�2�1�2 + 3�3 + b�3
2� , �18�

where only the dimensionless number a influences the ratio
�gb /�sl, and b raises the free-energy bump only in the center
of the Gibbs triangle but not along its boundary. We also
introduce a coupling term

fc = L
T − TM

TM
gT���i�� , �19�

with the melting temperature TM, the latent heat L and a
thermal coupling function

gT = −
�3

2

4
�15�1 − �3��1 + �3 − ��2 − �1�2� + �3�9�3

2 − 5�� .

�20�

Then the total free-energy density is f = fdw+ fgb+ fk+ fc,
which is symmetric under exchange of �1 and �2 as they
represent the same solid phase only in different orientations.
Hence fb= fdw+ fgb+ fc in the above notation. The stationary
equations are given by Eq. �14� after elimination of �3 using
the constraint that the sum of the phase-fields equals unity.

B. Liquid film width

We now present a method to analyze the interaction be-
tween diffuse interfaces analytically and compare the find-
ings to the numerical results.

In the vicinity of the liquid corner, we can linearize the
phase-field equations and obtain

�̈i = 2h�i, i = 1,2, �21�

where we have eliminated the third field. We note that the
equations for both fields naturally decouple and have the

FIG. 4. �Color online� Two-phase-field model with tunable in-
teraction. The interaction is changed �a� by varying the distance �0

of the liquid free-energy minimum from the axis passing through
the two solid minima. The scattering becomes “softer,” with the
interaction switching from attractive to repulsive, as �0 is de-
creased. In the case �0=0 �b�, the particle trajectory becomes sim-
ply one-dimensional and hops over the liquid minimum without
being scattered. This trajectory can clearly only exist for T�TM

since U=−fb, showing that the interaction between interfaces is
repulsive in this case.
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same coefficients. This property will be discussed below in a
more general context and become more transparent there.
The total energy becomes in quadratic approximation

H = − 2h��1
2 + �2

2 + �1�2� + ��̇1
2 + �̇2

2 + �̇1�̇2� + L
T − TM

TM
.

�22�

On the other hand, the energy can be obtained from the limit
x→ ��, where it is H=0. The general solution of the lin-
earized equations of motion is

�i = Ci1 exp��x� + Ci2 exp�− �x� , �23�

with �= �2h /�1/2. Symmetry with respect to exchange of the
solid fields demands C11=C22 and C12=C21, and then we
obtain

H = − 4h�4C11C12 + C11
2 + C12

2 � + L
T − TM

TM
= 0. �24�

For T�TM one of the coefficients has to become negative,
but this immediately implies that the phase-field coordinates
will become negative at some moment. Since this contradicts
the fundamental assumption that all phase-fields have to stay
in the range 0 to 1, this shows that a solution with very wide
liquid layer cannot exist below the melting temperature.
Since we know that a solution must exist which connects to
the macroscopic equilibrium solution W=� for T=TM, this
�unstable� branch of solution must be located above the melt-
ing temperature. Notice that there all coefficients can be
positive, and we therefore cannot exclude the existence of
solutions. This is also illustrated in Fig. 5 for b=2, which we
obtained from the numerical solution of the stationary phase-
field equations that were solved by a shooting method. De-
tails of the solution procedure are described in Appendix B.
Here we use the expression for the solid-liquid free-energy
density

�sl =
�2h

3
, �25�

and the grain boundary energy �5�

�gb = 2�2h�
0

1

p�1 − p��1 + ap�1 − p�dp . �26�

In particular we see that the interfaces asymptotically attract
each other, irrespective of the value of the grain boundary
energy.

For short distances W, however, the grains can also have a
repulsive interaction, which of course does not contradict the
asymptotic prediction. At sufficiently low temperatures, the
melt layer disappears, and the solution continues as a dry
branch W=0 toward stronger undercoolings. The existence
of these additional dry branches, which are not shown in Fig.
5 is a specific property of the model of Ref. �5�, and related
to the absence of third phase contributions in a binary inter-
face.

For this model, the solution first runs nearby the edge of
the Gibbs triangle which connects one solid phase with the
liquid phase �see Fig. 6�. This is not mandatory for a general
model, as many phase-field models have third phase contri-
butions in a binary interface, which implies that the trajec-
tory deviates from the edge of the Gibbs triangle. We briefly
discuss this case below. However, in the case of an interface
between one grain and the liquid phase it is of course desir-
able not to have a contribution of the other grain in the
transition region and much care was spent on fulfilling this
requirement in the above model �5�.

Since the binary solid-liquid interface profile is known
analytically here, we can construct the solution for the
asymptotic behavior for T→TM

+ : approaching from x=−�,
let the solid-liquid interfaces be located at x0= �W /2 with a
separation W /��1, where

� = �

h
�1/2

, �27�

is the thickness of an isolated interface with profile

0

0.5

1

1.5

2

2.5

3

3.5

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6

W
/ξ

L(T-TM) ξ/γsl TM

γgb/γsl=2.2
γgb/γsl=1.7
γgb/γsl=1.2

FIG. 5. Numerically computed liquid film width versus dimen-
sionless overheating for b=2. The parts of the curves with negative
slope are unstable for fixed temperature. The liquid layer thickness
is defined as the distance between the points where the “solid”
phase-fields cross the value 1/2.

0.0

0.001

0.02

grain 2

grain 1liquid

FIG. 6. Numerically computed trajectories in the Gibbs phase
triangle for different values of the overheating L�T−TM� /hTM,
which are labeled for each trajectory. The parameters �gb /�sl=2.2
and b=2 are the same as in Fig. 5.

WANG, SPATSCHEK, AND KARMA PHYSICAL REVIEW E 81, 051601 �2010�

051601-8



�1/2 =
1

2	1 � tanh
x � x0

�2�

 . �28�

For 0�x�−x0 we can match its asymptotic behavior,
�1�x��exp�−�2�x−x0� /�� to the result from the lineariza-
tion and obtain C12=C21=exp�−W /�2��. On the other hand,
the inner solution has to match asymptotically a trajectory
that passes along the edges of the Gibbs triangle for T
→TM

+ . This implies that �1 /�2→0 for x→� and therefore
C11=0. Using the energy conservation �24� gives then
4hC12

2 =L�T−TM� /TM, which together with the above finding
leads to the asymptotic behavior of the unstable branch

W = − 	 

2h

1/2

ln� L

4h

T − TM

TM
� for T → TM

+ . �29�

The comparison to the analytical prediction is shown in Fig.
7. Here we see explicitly that the liquid layer thickness di-
verges logarithmically when the melting point is approached,
in agreement with the predictions of lattice models �19� and
molecular dynamics simulations �21�.

C. Disjoining potential

We can obtain the disjoining potential, using Eq. �1�,
which yields

Vex�W� = 
Fex�W� +
L�T − TM�

TM
W − 2�sl, �30�

where 
Fex�W� is the total excess free-energy, i.e., the total
free-energy of the system minus the free-energy of a bulk
solid phase occupying the same volume. The latter quantity
is easily obtained by substituting the numerically computed
phase-field profiles into the free-energy functional. The re-
sults plotted in Fig. 8, confirm the analytical prediction that
the interaction is always attractive for large W. The disjoin-
ing potential can also be predicted analytically by using the
fact that d
Fex�W� /dW=0 for a stationary interface, which
yields the relation

Vex� �W� =
L�T − TM�

TM
. �31�

This relation reflects the fact that the grain attraction is com-
pensated by the overheating. We therefore obtain by com-
parison with Eq. �29�

W � − 	 

2h

1/2

ln�Vex� �W�
4h

� , �32�

which can be solved for Vex� and integrated to yield

Vex�W� � − 6�sl exp	−
�2W

�

 for W → � . �33�

Here it becomes apparent that the grain boundary energy is
not relevant for the long-range attraction. Instead, the
strength of the interaction is solely set by 6�sl, in contrast to
the simple model �3�. As anticipated, the exponential decay
takes place on the scale of the interface thickness �. This
expression is compared to the numerical results in Fig. 9,
showing an excellent agreement.
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L(T-TM)ξ/γslTM

asymptotics
numerics

FIG. 7. Semilogarithmic plot of the liquid film width as function
of dimensionless overheating. The numerically computed values
�solid circles� are compared to the analytical prediction Eq. �29�.
We use b=2 and �gb /�sl=2.2 here.
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FIG. 8. Numerically computed plots of disjoining potential ver-
sus liquid film width for b=2 showing that the interaction is always
attractive at large distance for the model of Ref. �5�.
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FIG. 9. Semilogarithmic plot of the excess potential as function
of the liquid layer thickness W. The data is compared to the ana-
lytical prediction Eq. �33�. We use b=2 here.
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D. Other multi-phase-field formulations

Let us now briefly examine other multi-phase-field mod-
els than the one of Ref. �5� with a more general expression
for the free-energy functional. We assume that the liquid
phase-field is directly eliminated, so we do not need the
Lagrange multiplier. Then the potential part of the free-
energy is in quadratic approximation around the liquid point
�1 ,�2=0:

fb��1,�2� =
a

2
��1

2 + �2
2� + b�1�2 + 
f , �34�

and the kinetic energy is

fk =
c

2
���̇1�2 + ��̇2�2� + d�̇1�̇2. �35�

Terms like �i�̇ j cannot appear because they violate inversion
symmetry. Positive definiteness requires a	 �b�, and c	 �d�,
since the bulk liquid should be a stable solution; the ex-
change symmetry �1↔�2 is reflected by the above expres-
sions. Notice that the above form of the kinetic energy con-
tains also a case that is widely used in the literature �see e.g.,
�4� and references therein�

f̃ grad = �
i,j=1

3

�ij��i � � j − � j � �i�2, �36�

where the coefficients �ij =� ji are related to the interfacial
free-energies. In the vicinity of the liquid fix point they again
reduce to terms of the above type.

The equations of motion are therefore

c�̈1 + d�̈2 = a�1 + b�2, �37�

d�̈1 + c�̈2 = b�1 + a�2, �38�

We can define �1=��a+b� / �c+d� and �2=��a−b� / �c−d�.
The general solution is then

�1 = c1 exp��1x� + c2 exp�− �1x� + c3 exp��2x�

+ c4 exp�− �2x� , �39�

�2 = c1 exp��1x� + c2 exp�− �1x� − c3 exp��2x�

− c4 exp�− �2x� , �40�

Symmetry requires c2=c1 and c4=−c3, thus we have

�1 = 2c1 cosh��1x� + 2c3 sinh��2x� , �41�

�2 = 2c1 cosh��1x� − 2c3 sinh��2x� . �42�

Then the Hamiltonian becomes

H = − 
f − 4�a + b�c1
2 + 4�a − b�c3

2 = 0, �43�

where the tilt term 
f corresponds as before to a deviation
from the melting temperature �
f �0 for T	TM�.

We can now distinguish three cases: �1	�2, �1��2, and
�1=�2.

First, if �1��2, the “even” mode associated with cosh has
the slowest decaying exponential. In the mechanical analog

picture, it corresponds to a reflection of the particle at the
“liquid” potential hill. Notice that the matching constants ci
behave as ci= c̃i exp�−�iW /2�, with c̃i being a number of
order unity, which is determined from the matching of a
single solid-liquid interface. This shows that in the first case
c2 is exponentially small in comparison to c1 in the limit
W→� �T→TM�. Then this term does not appear in the en-
ergy conservation in this limit. Since a+b	0 the condition
H=0 �which follows from the fact that the energy in the pure
solid is zero� can only be fulfilled for negative 
f , i.e., T
	TM, so the model is attractive at long distances.

Second, for �2��1, only the “odd” �repulsive� mode sur-
vives, so now c1 is exponentially small compared to c2, and
we can ignore the cosh part in the general solution. Then,
however, the phase-fields must become negative, which is
forbidden. This mode corresponds to a particle that traverses
the liquid bump, and therefore leaves the Gibbs phase tri-
angle.

Notice that in the case of unequal decay rates a pure bi-
nary interface cannot be free of third phase contributions. If
we assume that the solid with �1=1, �2=0 for x→−� is in
equilibrium with the melt �3=1 for x→�, all growing ex-
ponentials must be suppressed, c1=c3=0, in the above gen-
eral solution �39� and �40�. Then, however, �2= ��1 in the
vicinity of the liquid fix point, which implies that a contri-
bution of the other solid field �2 is always present. The
equality of the exponentials is therefore a necessary condi-
tion for the absence of third phase contributions, as it is the
case for the model above �5�; however, it is not a sufficient
condition, and a counterexample is the model �4�, which is
based on the kinetic energy expression �36�.

Finally, the model of Plapp and Folch �5� is a prototype of
the last case of equal exponentials, �1=�2. We refrain here
from performing a detailed general analysis of this case.
Nonetheless we conclude that the mechanical analog, to-
gether with the restriction that the phase-fields remain inside
Gibbs triangle, poses a severe constraint. Therefore it is gen-
erally difficult to construct models that exhibit a long-range
repulsion when the phase-fields are interpreted as phase frac-
tions.

V. TUNABLE INTERACTION MODEL

In this section, we present a simple two phase-field model
constructed around the idea that the large-distance interac-
tion can be made repulsive by making the scattering trajec-
tory of the particle softer in the mechanical analog, as dis-
cussed at the end of Sec. III and illustrated in Fig. 4.

A. Model formulation

A simple polynomial form of free-energy density with the
structure of Fig. 4 is given by

fb = h��� + 1�2 + �2� · ��� − 1�2 + �2� · ��2 + �� + �0�2� ,

�44�

where �0	0 measures the distance of the liquid minimum at
�−�0 ,0� from the axis passing through the two solid minima
at �� ,��= �−1,0� , �1,0�. A numerical example of the free-
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energy landscape is given in Fig. 10 and typical one-
dimensional phase-field profiles for a wet bicrystal are
shown in Fig. 11. In this model, the order parameter � has
different values in the two grains of different crystal orienta-
tions ��= �1� and the liquid ��=0�, while � only has dif-
ferent values in solid ��=0� and liquid ��=−�0�. Therefore,
it would be tempting to loosely interpret � as a local measure
of average crystal orientation, which vanishes in the liquid,
and −� /�0 as a liquid fraction that varies from zero in the
solid to unity in the liquid. However, such an interpretation
has to be taken with caution for several reasons. First, the
model is not frame invariant, hence the interpretation of � as
a measure of local crystal orientation is not well-defined.
Second, for �0=0, all the free-energy minima lie on the �
axis and ��� can equally well represent a liquid fraction in
this case. Third, changing �0 has the same effect as changing
the grain boundary energy and hence the misorientation. For
these reasons, it is better to think as � and � as the minimum
set of two phenomenological order parameters necessary to
construct a free-energy landscape with the desired properties.

The gradient term �kinetic energy� is given by

fk = �1

2
����2 +

�

2
����2� , �45�

where we introduce �	0 as additional parameter. In the
mechanical analog, this corresponds to a tuning of the

masses. Notice that we use the same parameters h and  as
before; however, neither the interface width nor the interfa-
cial free-energy can here be calculated explicitly, since the
phase-field profiles are not known analytically.

Finally, to favor the liquid or solid states, we introduce a
thermal tilt,

fT = L
T − TM

TM
g��� , �46�

corresponding to a homogeneous overheating or undercool-
ing with respect to the bulk melting temperature. We use the
simple choice

g��� = 1 − ��/�0�2�3 + 2�/�0� , �47�

which has the desired property that, for finite �0, g��� varies
from zero in the liquid to unity in the solid and has vanishing
derivative in the bulk in order not to shift the equilibrium
values of the phase-fields. Notice that treating the case where
�0 is exactly zero would in principle require a coupling func-
tion that also depends on �. However such a complication is
unnecessary since we do not study this special case here,
which was only discussed in the context of Fig. 4 to motivate
the model. The behavior of the model for �0=0 and �0�1
are qualitatively very similar.

The total free-energy density is then given by f = fb+ fk
+ fT and the free-energy F is the volume integral of this ex-
pression. The stationary equations are

�F

��
= 0,

�F

��
= 0. �48�

B. Liquid film width and disjoining potential

In the limit of an infinitely wide liquid layer, it is again
sufficient to inspect the behavior in the vicinity of the liquid
fix point �=0, �=−�0, where the potential landscape be-
comes to second order

fb + fT = �h�1 + �0
2�2 +

3

�0
2L

T − TM

TM
��� + �0�2

+ h�1 + �0
2�2�2. �49�

Then, the linearized equations of “motion” are

��̈ = 2h�1 + �0
2�2� , �50�

�̈ = 2�h�1 + �0
2�2 +

3

�0
2L

T − TM

TM
��� + �0� , �51�

with the general solution

��x� = c�+ exp���x� + c�− exp�− ��x� , �52�

��x� = c�+ exp���x� + c�− exp�− ��x� − �0, �53�

and growth rates

�� =
�2h�1 + �0

2�
��

, �54�
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FIG. 10. Contour plot of the free-energy landscape for �0=0.7
and h=1. The ��= �1, �=0� minima correspond to the two dif-
ferent crystal orientations and the ��=0,�=−�0� minimum to the
liquid. For �=1 the model is repulsive for �0�0.69, in which case
the scattering angle in the mechanical analog is sufficiently reduced
for a particle trajectory to connect the two grains below the melting
temperature.
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FIG. 11. Phase-field profiles for a one-dimensional wetted bic-
rystal geometry with a liquid layer sandwiched between two grains.
Here �=1 and �0=0.7.
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�� =�2h�1 + �0
2�2


+

6

�0
2L

T − TM

TM
. �55�

Symmetry of the solution according to Fig. 11 demands
c�−=−c�+ and c�−=c�+. The Hamiltonian H= fk− fb− fT be-
comes in quadratic approximation by energy conservation

H = c�+
2 �2���

2 − 2��
2 �c�+/c�+�2� = − L

T − TM

TM
. �56�

Notice that in the case �=1 the two exponential decays be-
come equal when we approach the melting point and this
case will thus require some additional care. Let us therefore
discuss ��1 first.

For T→TM only the field with the slowest decaying ex-
ponential contributes, which is � for �	1 and � for ��1.
If the two solid-liquid interfaces are far away from each
other, they look �almost� the same as two single solid-liquid
interfaces, located at �W /2, where W is the liquid layer
thickness. We have asymptotically e.g., for −W /2�x�0:
��−� exp�−���x+W /2�� and ��−�0+� exp�−���x
+W /2��, where both coefficients � and � are of order unity.
Matching this to the above general solutions �52� and �53�
gives then

c�+ = − c�− = � exp�− ��W/2� , �57�

c�+ = c�− = � exp�− ��W/2� . �58�

In the limit W→� the weight factor c in front of the faster
decaying mode �larger �� is exponentially suppressed in
comparison to the other, and we can therefore drop its con-
tribution in the Hamiltonian �56�. Hence, we can immedi-
ately conclude that the model is asymptotically repulsive for
�	1, because solutions can exist only for T�TM, and vice
versa for ��1. Notice that the value of �0 is not relevant for
this general long-range interaction character; the asymptotic
analysis makes predictions only for the limit T→TM �or
equivalently W→��, but the value �0 can still significantly
change the solutions with a liquid layer thickness of the or-
der of the interface thickness. This behavior is shown in Fig.
12 for �=1.25.

Obviously, all cases are repulsive at large distances, but
nevertheless a larger value of �0 changes the pure repulsion
and introduce a short scale attraction �with stable and un-
stable solutions above the melting temperature� and a first-
order transition character. Here, we defined W as the distance
between the points where � crosses the values −1 /2 and 1/2,
respectively.

The corresponding long-distance attraction is depicted in
Fig. 13 for �=0.75, although the behavior is here less pro-
nounced.

To compare these results to analytical predictions, we
need to determine � and � �they are functions of �0 and ��
first; since, in contrast to the multiorder parameter model of
Ref. �5�, the profile of a single solid-liquid interface is not
known analytically, we have to find the matching constants
numerically as follows: we set up a single solid-liquid inter-
face at T=TM, so the interface does not move. Assuming that
the interface, i.e., the point �=1 /2, is located at x=0 and the

solid phase in the domain x�0, we can look at the decay
into the liquid region. For x�0, this decay is exponential,
and we match it to ��� exp�−��x� and ��� exp�−��x�
−�0, from which we get the desired prefactors � and �.

We can then extract the asymptotic behavior of the liquid
layer thickness and the disjoining potential as before. From
the energy balance �56� and the exponential prefactors �57�
and �58� we get immediately

W ��−
�1/2�/h�1/2

�2�1 + �0
2�

ln
− L�T − TM�

4�2�1 + �0
2�2TMh

for � 	 1

−
�/h�1/2

�2�1 + �0
2�

ln
L�T − TM�

4�2�1 + �0
2�2TMh

for � � 1� ,

�59�

The first asymptotic expression is of course applicable only
for T�TM, the second only above the melting point. Notice
that here we had to evaluate Eq. �55� at T=TM for the lowest-
order result. From this and the asymptotic relation Vex� �W�
�L�T−TM� /TM we get for the disjoining potential
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FIG. 12. Liquid film width as function of dimensionless over-
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and �sl��h�1/2 so that the barrier height of the double-well poten-
tial scales as h��sl /�.
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Vex�W� � 2�2�2�1 + �0
2��1/2�h�1/2

� exp�−
�2�1 + �0

2�
�1/2�/h�1/2W� , �60�

for �	1 and

Vex�W� � − 2�2�2�1 + �0
2��h�1/2

� exp�− �2�1 + �0
2��/h�−1/2W� , �61�

for ��1.
Let us now look at the marginal case �=1. There, at the

melting point both exponentials have the same decay rate,
and � leads to repulsion, whereas � gives rise to attraction
�which follows readily from the expression of the Hamil-
tonian�, and it depends on the prefactors which effect is
stronger. It will turn out, that the transition between attrac-
tion and repulsion is then controlled by �0, in agreement
with the mechanical interpretation that the scattering angle
for small �0 is small.

We define the ratio of the exponential prefactors,

r ª
c�+

c�+
�

��x� + �0

��x�
exp���� − ���x� . �62�

Notice that this expression does not depend on temperature
in the limit T→TM, i.e., r=r0+O��T−TM� /TM�. We can
therefore determine the constant r0 numerically from an iso-
lated solid-liquid interface at T=TM, and the result is shown
in Fig. 14.

The reason why this is sufficient is that in the expression
for the Hamiltonian �56� the common prefactor c�+

2 is already
of order �T−TM� /TM �as the right-hand side�, and therefore
we need to evaluate the expression in brackets only at the
melting temperature, i.e., to the order ��T−TM� /TM�0 �ex-
actly at the melting temperature the liquid layer is infinitely
wide and therefore the exponential prefactors are zero�. Then
we get the solvability condition

L
T − TM

TM
= − 4h�1 + �0

2�2c�+
2 �1 − r0

2� . �63�

Obviously, this equation has asymptotic solutions below the
melting temperature only if r0

2�1, which is the case for
��0��0.68, and then the model is repulsive at large dis-

tances. The numerical results confirm this prediction, see in
Fig. 15.

We can again calculate the asymptotic behavior analyti-
cally, and obtain for the liquid layer thickness

W � −
�/h�1/2

�2�1 + �0
2�

ln
− L�T − TM�

4�1 + �0
2�2�2�1 − r0

2�TMh
. �64�

Similarly, for the disjoining potential

Vex�W� � 2�2���1 − r0
2��h�1/2exp�− ��W� , �65�

for W→�. The full disjoining potential, as obtained from the
numerical simulation, is shown in Fig. 16.

For the chosen parameters, the model is repulsive at short
distances even for a long-range attraction �hard-core repul-
sion�.

The analytical predictions are compared to the numerical
results in Fig. 17 for the liquid layer thickness and the dis-
joining potential in Fig. 18 for �=1 and �0=0.5 �repulsive�,
which confirm the analysis.

We therefore conclude, that the proposed model can de-
scribe both long-range attraction and repulsion. Despite its
simplicity the parameters can be tuned to capture generic
effects of many relevant materials. For �	1, the model can
also display bistability �coexistence� of “dry” and “wet”
grain boundary states with different widths as shown in Fig.
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FIG. 14. The ratio of the exponential prefactors as function of
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12 for an intermediate value of �0. This bistability has also
been predicted by an orientational order-parameter phase-
field model of a bicrystal �12�. However, it has so far not
been observed in molecular dynamics simulations of pure
materials �21–23�. As shown in the next section, we find that
solute addition can lead to bistability even for parameters of
the model where bistability is absent in the pure limit.

VI. SOLUTE EFFECTS

We now extend the model to dilute alloys, corresponding
to a phase diagram with straight solidus and liquidus lines.
This dilute limit is described by adding to the free-energy
density the contribution due to solute addition

fc =
RTM

v0
�c ln c − c� + ����
�c , �66�

where R is the gas constant, v0 is the molar volume, and c is
the mole fraction of solute assumed much smaller than unity.
This contribution includes the standard entropy of mixing
term and a partitioning term that distinguishes between the
energy density of impurities in solid and liquid via the cou-
pling function ����. This function varies from 0 in the liquid

to 1 in the solid and may be chosen equal to g���. A depen-
dence on � can also be introduced to influence the segrega-
tion of impurities at the grain boundary, but we do not inves-
tigate this effect here.

The concentration field obeys in equilibrium the condition

�F

�c
= � . �67�

Since it enters the free-energy functional without gradient
terms �in the mechanical analog, the coordinate c belongs to
a particle without mass, which follows the motion of the
phase-fields instantaneously�, we can eliminate it and rewrite
the phase-field equations as derived from the grand potential.
We obtain from the expression above

c��� = cl
�eq� exp�−

v0
�

RTM
����� , �68�

where we defined

cl
�eq�

ª exp	 v0�

RTM

 . �69�

Here, we immediately identify the meaning of the partition
coefficient k,

k = exp	−
v0
�

RTM

 , �70�

since we get for the concentrations of an �infinite� solid-
liquid equilibrium system

cs
�eq� = kcl

�eq�. �71�

Notice that for a thin liquid layer the concentration differs
there from the expression �69�, since the phase-field � does
not fully reach the liquid value −�0.

We can change the ensemble and eliminate the conserved
field and replace it by the intensive variable �. The adequate
thermodynamic functional is then the grand potential, from
which the phase-field equations can be derived variationally.
This implies that the mechanical analog holds with the po-
tential energy of the particle now determined by the grand
potential density instead of the free-energy density. Then, the
impurity contribution to the grand potential, �c= fc−�c, is

�c = −
RTM

v0
c��� . �72�

Again, for the equilibrium of two bulk phases, the grand
potential

���,�,�� =� �dV , �73�

must be minimized, i.e.,

��

��
= 0,

��

��
= 0, �74�

which implies that its density is equal in solid and liquid for
W→�. Here, �=�c+ fb+ fT+ fk. Since fb= fk=0 in both in-
finitely large bulk states, we get immediately �c��=0�
+L�Teq−TM� /TM =�c��=−�0�, and therefore
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function of temperature �below the melting point�. The data is com-
pared to the analytical prediction Eq. �64�. Parameters are �=1 and
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mcl
�eq� = Teq − TM , �75�

which describes the straight liquidus line with slope

m = −
RTM

2

v0L
�1 − k� . �76�

Expanding again up to second order around the liquid fix
point we get

�c =
mL

TM�1 − k�
cl

�eq� +
1

2

mL

TM�1 − k�
��cl

�eq��ln k��� + �0�2,

�77�

with ��=����=−�0�. From the total grand potential we get
the linearized equations of motion with �p=�− fk

�̈ =
��p

��
= ��,i

2 �� + �0� , �78�

��̈ =
��p

��
= ���

2� , �79�

where we defined

��,i = 	2h�1 + �0
2�2


+

6

�0
2L

Teq − TM

TM

+
mL

TM�1 − k�
cl

�eq��ln k���
1/2

. �80�

The solution for the linearized phase-fields has again the
structure �52� and �53�. Obviously, the decay rate of the liq-
uid field � is modified in comparison to the pure case, and it
becomes larger here. This means that the model becomes
more repulsive through alloying and the effect is more pro-
nounced for stronger partitioning. For the particular choice
�=g, with g being the thermal coupling function �47� we
obtain

��,i = �2h�1 + �0
2�2


+

6

�0
2

L
Teq − TM

TM
	1 +

ln k

1 − k

�1/2

,

�81�

which has to be compared to the decay rate of � given by Eq.
�54�. The influence of impurities is shown in Figs. 19 and 20
as function of the temperature deviation from equilibrium
and fixed chemical potential; for all numerical calculation
�=g is used.

For convenience, the latter quantity is expressed through
the concentration in the solid far away from the interfaces. It
is equivalent to the notion of the chemical potential through
the relations �69� and �71�. In both cases, the addition of
impurities leads to a pronounced first-order character, and an
enhanced repulsion at large distances with higher impurity
concentration. For the particular marginal choice �=1 in Fig.
20, which is attractive in the pure case by the choice of �0,
the model becomes immediately repulsive through the pres-
ence of impurities.

Figure 21 shows the profiles of the phase-fields � and �
and the concentration c as function of the position for param-

eters as in Fig. 19, cs=0.25 and L�T−Teq� /TMh=−0.02.
Here, two stable and one unstable solution exists, which dif-
fer by the melt layer thickness. For the solution with the
widest liquid layer a rather pronounced liquid phase exists,
i.e., the phase-field � is almost stationary in the center, but it
does not fully reach its bulk equilibrium value −�0. Conse-
quently, also the impurity concentration is significantly larger
than in the bulk solid. For the solutions with the thinner
width, the grain boundary is almost dry, and the concentra-
tion only slightly increased.

Again, for �=g, starting with an attractive situation with
��1 without impurities, the long-range interaction becomes
repulsive for

h�1 + �0
2�2	 1

�
− 1
 =

3L

�0
2

Teq − TM

TM
	1 +

ln k

1 − k

 , �82�

because then the decay lengths of the “attractive” field � and
the “repulsive” field � become equal at the coexistence
point; the solution of this equation defines a critical tempera-
ture T��� ,�0 ,m ,k�. We can then define a �dimensionless�
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FIG. 19. Liquid film width as function of overheating for differ-
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model more repulsive at large distances, and leads to a first order
character at shorter liquid layer thicknesses. Parameters are �=1.0,
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deviation from this value as t= �T�−T� /T�, and the numerical
results are shown in Figs. 22 and 23.

Here, we keep the temperature constant and vary the
chemical potential, and the behavior is qualitatively similar
to the curves with fixed chemical potential and varying tem-
perature. The equilibrium chemical potential �eq is given by
the expressions �69�, �71�, and �75�. Here, from the given
temperature T the equilibrium chemical potential �eq can be
calculated; a change in the “supplied” composition in the
solid phase far away from the grain boundary allows then to
vary the chemical potential. The results confirm the analyti-
cal prediction that the system becomes repulsive at long dis-
tances below the critical temperature T�.

In the same way as before, we can calculate the
asymptotic energy balance using the fact that the Hamil-
tonian H= fk−�p is constant, which yields

− cl
�eq��1 − k��� = 2c�+

2 ���
2 − 2c�+

2 ��,i
2 , �83�

with ��=�−�eq. The logarithmic divergence of the liquid
layer thickness at �eq follows again immediately from the
preceding relations, and we can take into account also the
effect of the second exponential, resulting in the implicit
relation

�� = −
1

cl
�eq��1 − k�

�2�2 exp�− ��W����
2

− 2�2 exp�− ��,iW���,i
2 � , �84�

where the matching constants ��� ,�0 ,m ,k ,T� and
��� ,�0 ,m ,k ,T� are determined from a single solid-liquid
interface at bulk equilibrium as before. For large separation,
of course only the slowest decaying exponential contributes,
but the inclusion of the next term can lead to a substantial
better agreement with the numerically obtained result, as
shown in Fig. 24.
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Finally, we checked the influence of the partition coeffi-
cient on the results. Figure 25 shows the melt layer thickness
as function of temperature for fixed chemical potential.

We see in general that a stronger partitioning system can
be overheated more. In particular, for the example shown
here, no equilibrium solution exists above the melting point
for k=0.5, whereas alloys with smaller partition coefficient
exhibit stable and unstable solutions also above the melting
point.

We have only studied here a free-energy functional with-
out a gradient term ���c�2. With the inclusion of such as
term, the equilibrium condition �67� has the same form as the
phase-field Eq. �48�. Therefore, the same type of analysis
that exploits a mechanical analog can be performed with a
concentration field that now possesses a “mass.”

In summary, a pure system that is attractive at melting can
become repulsive with solute addition above some threshold

concentration. Furthermore, solute addition can lead to bista-
bility �i.e., existence of stable and metastable states at the
same temperature on either side of a Maxwell point� with the
effect being more pronounced for stronger partitioning
�smaller k�. A numerical estimate of the temperature range of
bistability is useful to examine if first order hysteretic tran-
sitions between liquid films of different widths could be ob-
served. In Fig. 25, bistability extends over a dimensionless
temperature range �L�T−Teq� / �TMh�� of almost 0.1 for k
=0.01. Since h��sl /�, we obtain that �T−Teq� /TM
�0.1�sl / �L��. With ��1 nm and typical values of L and �sl
for metallic systems �e.g., L�3�109 J /m3 and �sl
�0.3 J /m2 for pure Ni�, we obtain that �T−Teq� /TM �10−2.
So, according to the present model, bistability should be
present over a temperature range below melting of the order
of tens of degrees.

VII. STRESS EFFECTS

Stress effects can have a strong influence on microstruc-
tural evolution in the presence of dry and wet grain bound-
aries at high homologous temperature, as in the practical
case of hot cracking of metallic alloys �10�. Here we limit
our study to the effect of a uniaxial stress applied along an
axis perpendicular to the grain boundary. We couple phase
change and elasticity by modeling the liquid as a solid with
vanishing shear modulus, as in previous studies of solidifi-
cation under stress �28�, the Asaro-Tiller-Grinfeld instability
�31�, and fracture associated with a phase change �30�. In this
approach, the local displacement vector �with two degrees of
freedom in two dimensions� is also represented in the liquid,
whereas the local state in this phase is fully characterized by
the hydrostatic pressure. The remaining degree of freedom
allows to represent the slip of a liquid at the solid-liquid
interface, as an incoherent boundary between two solids. For
the present purpose of a one-dimensional analysis, the situa-
tion is even simpler since we assume that the liquid film
cannot expand in the direction parallel to the interface. Then
solidification shrinkage due to a density difference between
solid and liquid can be rigorously described as an “eigen-
strain.”

Since the focus is here on interactions on short scales, the
issue of proper coupling of the elastic fields to the local
phase-field arises. As before for the temperature and impurity
coupling, this relationship is not unique and different choices
can lead to the same sharp interface limit. Therefore, addi-
tional physical assumptions or input from other sources is
required. We discuss here two different choices of the cou-
pling function to illustrate the consequences of this effect.

The first choice for the additional free-energy contribution
is given by

fel =
1

2
�̄�̄ j j

2 + �̄�̄ jk
2 , �85�

with

�̄ij = �ij − �1 − g�����ij
�0�. �86�

The strain is derived from the displacements ui as
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FIG. 25. Liquid film width as function of overheating for a
repulsive case and different partition coefficients. The chemical po-
tential is the same in all cases, expressed through the equilibrium
liquid concentration cl

�eq�=cs
�eq� /k=0.5. The other parameters are

�=1, �0=0.5, and mL /TMh=−1.
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�ij =
1

2
	 �ui

�xj
+

�uj

�xi

 . �87�

Here, we assign the eigenstrain �ij
�0� to the liquid phase and

we use the same coupling function g��� as above. Also, we
define averaged elastic constants

�̄ = g����s + �1 − g�����l, �88�

where �s and �l are the first Lamé coefficients of the solid
and liquid phase, respectively. Similar definitions are used
for the shear modulus �̄. The entire free-energy F depends
then also additionally on the displacement field, and equilib-
rium requires that F is also minimized with respect to this
degree of freedom, which implies static elasticity, �ij /�xj
=0. The stress tensor is here given by Hooke’s law,

ij = 2�̄�̄ij + �̄�̄kk�ij . �89�

The advantage of this model is that in the case of equal
elastic constants in a one-dimensional case the influence of
stress can be mapped to a temperature tilt: We assume �̄
=0 �since the liquid phase has no elastic response to shear
and we demand the equality of the elastic constants in both
phases�, �s=�l�, and the only nonvanishing displacement
component ux depends only on x. Then elastic equilibrium,
�F /�ui=0, requires that the stress xx is spatially constant,
with

xx = �s��xx − �1 − g�����ll
�0�� . �90�

The elastic free-energy density becomes then

fel =
1

2
xx

2 /�s. �91�

Notice that the proper underlying boundary conditions for a
minimization of the total free-energy are fixed displace-
ments; although the stress is spatially constant it varies if the
interfaces move and we get the additional contribution to the
equations of motion

� fel

��
= xxg�����ll

�0�, �92�

which has exactly the same structure as the driving force
term arising from the thermal tilt �46�. We can then immedi-
ately identify the driving force term in the phase-field equa-
tion due to elasticity with the one which stems from thermal
effects if we relate

L
T − TM

TM
 �ll

�0�xx, �93�

which is the classical Clausius-Clapeyron relation since �ll is
the relative volume change, i.e., �ll

�0�=
v /v. As a result, the
application of a stress is equivalent to a change in tempera-
ture, and the abscissae of all previous plots of liquid film
width versus dimensionless overheating in Sec. V can be
relabeled with �
v /v�xx /h in place of L�T−TM� / �TMh�. For
an applied stress to change the liquid film width appreciably,
it should produce an equivalent temperature change in at
least a few degrees. For a typical relative volume change in a

few percent and L a few times 109 J /m3, this stress xx
=L�
v /v�−1�T−TM� /TM should be in the range of hundreds
of MPa, and therefore of the same order as a typical yield
stress.

Apart from situations with given stress, we can also con-
sider the case of given displacement and we can obtain it
directly from the results for fixed stress. From Eq. �90� we
obtain the total displacement

� ª �
0

L

�xxdx =
xx

�s
L + �ll

�0��
0

L

�1 − g����dx , �94�

which depends now explicitly on the system size L. We note
that here always a “macroscopic” stress free solution exists
with �xx=0 in the solid and �xx=�ll

�0� in the liquid �at T=TM�.
This implies

W�ll
�0� = � , �95�

independent of the elastic parameters; this equation reflects
that the applied displacement is compensated by the volume
change during melting, and the liquid layer thickness adjusts
itself such that the elastic energy is minimized �at T=TM�,
i.e., the system is stress free. The above relation is of course
a sharp interface prediction, therefore valid asymptotically
for large � /�ll

�0�.
The numerical results are shown in Fig. 26 and they ex-

hibit the correct asymptotic behavior, which does not depend
on the interaction of the interfaces, as it becomes negligible
for large interface separations.

Notice that equilibrium liquid layer thicknesses for differ-
ent system sizes look different if plotted versus the average
strain � /L, but they collapse to the same curve if drawn as
function of stress, provided that the system size is much
bigger than the interface thickness, L� � /h�1/2. Also, it is
worthwhile to mention that the stability of the branches has
changed in comparison to a case with prescribed stress:
whereas for fixed stress the asymptotic branch with negative
slope is unstable, solutions on the macroscopic branch for
fixed displacement are stable, since it corresponds to an en-
ergy minimum; nevertheless they correspond to the same so-
lution. The same behavior will of course also occur for the
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FIG. 26. Liquid film width as function of the imposed fixed
displacement � at solid surfaces at melting �T=TM�. Parameters are
�=1, L=100� /h�1/2, �ll

�0�=0.1, and � /h=500.
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pure thermal coupling if instead of the temperature the heat
content is kept fixed.

We note that the stress-temperature duality is a conse-
quence of the chosen coupling function and the proper free-
energy functional and not necessarily true for other choices,
and it holds in general only for equal elastic constants. To
make this effect more transparent, let us consider the special
situation of a stress free state, where we get for the above
coupling fel=0. An alternative way to implement the elastic
energy is �29�

f̃ el =
1

2
�s�� j j

2 g��� + �1 − g������ j j − � j j
�0��2� , �96�

where we, for simplicity, directly assumed �=0 and equal
Lamé coefficients. It differs from the above expression only
by the averaging in the interface region and has the same
sharp interface behavior. Now we get from the mechanical
equilibrium condition,

̃xx = �s��xxg��� + �1 − g������xx − �ll
�0��� = 0, �97�

where we assumed again a stress free situation. Multiplica-
tion with ��xx−�ll

�0�� and integration over x gives

0 = Fel −
1

2
�s�ll

�0��
0

L

�xxg���dx , �98�

with Fel=� f̃ eldx, which does not vanish in a stress free situ-
ation. Notice that according to Eq. �97� the integrand is zero
in the bulk phases, therefore the additional integral term only
renormalizes the interfacial energy and this effect vanishes in
the sharp interface limit. Nevertheless, the above expression
shows that in a stress free situation the elastic energy does
not vanish in the interfacial region, and therefore a mapping
of stress to temperature is no longer possible as before.

However, it is intuitively clear that in the sharp interface
limit, where the choice of the interpolation becomes irrel-
evant, we always recover the Clausius-Clapeyron relation for
the considered case of a diagonal eigenstrain, as expected. In
particular, the stress free branch for the case of fixed dis-
placements is indeed a sharp interface result and does not
depend on the coupling for W� � /h�1/2.

VIII. CONCLUDING REMARKS

In summary, we have developed an analytical approach to
compute short-range forces between diffuse interfaces in
multi-phase-field models based on a mechanical analog.
Even though we have discussed our results in the context of
grain boundary wetting, the approach is general and should
be applicable to a broad class of problems. We have found
that multi-phase-field formulations generally considered in
the literature do not describe repulsive interactions at large
distance when the phase-fields strictly represent local phase
fractions. Motivated by this limitation, we have introduced a
simple two phase-field model with tunable interaction, which
can represent both attractive and repulsive interactions.

This model was only developed here for a bicrystal.
Therefore, it would be interesting to extend this formulation

to represent an arbitrary number of grains of different crystal
orientations, while retaining the flexibility to represent both
attractive and repulsive interactions between different grains.
Such a formulation should prove valuable to investigate
strain localization in the context of hot cracking with cou-
pling to elasticity and a shear modulus dependent on liquid
film width.

Our study of solute and stress effects has yielded some
interesting insights that warrant further investigations.

First, above some threshold concentration, solute addition
induces coexistence of different grain boundary states with
different liquid film widths over a finite-temperature range
just below melting. This range is generally small but is esti-
mated here to increase up to tens of degrees for a partition
coefficient k�0.01–0.1. Interestingly, the strength of this
effect can be understood analytically to scale �−ln k in the
dilute binary alloy limit. To our knowledge, this type of bi-
stability has not yet been clearly observed in molecular dy-
namics simulations or experiments, although its existence
has been predicted in other phase-field modeling studies of
elemental materials and alloys �11–13�. In the light of the
present results, it would be interesting to test for its existence
in highly partitioning alloys with interfaces that are structur-
ally and chemically diffuse. High-energy boundaries in such
materials appear to be the most likely candidates to observe
coexistence of equilibrium states with different liquid film
widths close to melting.

Second, we have found that a uniaxial stress perpendicu-
lar to the grain boundary plane is equivalent to a temperature
change through a standard Clausius-Clapeyron relation.
Therefore, for repulsive boundaries, a large tensile stress of
magnitude comparable to a fraction of the yield stress should
suffice to produce an observable increase in the liquid film
width slightly below the melting point. This effect should be
readily testable by molecular dynamics simulations.
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APPENDIX A: EQUIVALENCE OF CONSTRAINED AND
UNCONSTRAINED FORMULATIONS OF THE

MECHANICAL ANALOG

Here we show explicitly that the elimination of the third
field leads to the same result as keeping all independent
fields and the additional constraint �1+�2+�3=1. We use a
general free-energy density f = f��1 ,�2 ,�3 , �̇1 , �̇2 , �̇3� and
the constraint �1+�2+�3=1. Then the stationary phase-field
equations are obtained from variation in the functional
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F̃ =� dVf̃ , �A1�

with f̃ = f −�0�x���1+�2+�3−1�. Stationarity requires

�F̃

��i
= 0, i = 1,2,3. �A2�

From that we get the expression of the Lagrange multiplier

�0 =
1

3�
i=1

3 	 � f

��i
−

d

dx

� f

��̇i

 , �A3�

and, e.g., the first equation

2
� f

��1
−

� f

��2
−

� f

��3
=

d

dx	2
� f

��̇1

−
� f

��̇2

−
� f

��̇3

 . �A4�

The generalized momenta are

pi =
� f

��̇i

. �A5�

The Hamiltonian is

− H = F − p1�̇i − p2�̇2 − p3�̇3. �A6�

Now we can also eliminate the third field from the begin-
ning, introducing a free-energy density

f̄��1,�2,�̇1,�̇2� = f��1,�2,1 − �1 − �2,�̇1,�̇2,− �̇1 − �̇2� ,

�A7�

and we have only two equations of motion

� f̄

��i
−

d

dx

� f̄

��̇i

= 0, i = 1,2. �A8�

They are explicitly

� f

��1
−

� f

��3
−

d

dx	 � f

��̇1

−
� f

��̇3

 = 0, �A9�

� f

��2
−

� f

��3
−

d

dx	 � f

��̇2

−
� f

��̇3

 = 0. �A10�

Combining them gives us e.g., the same equation of motion
�A4� above. We can also calculate the energy and define
momenta

p̄i =
� f̄

��̇i

, �A11�

Therefore we get

p̄1 =
� f

��̇1

−
� f

��̇3

, �A12�

p̄2 =
� f

��̇2

−
� f

��̇3

, �A13�

and the Hamiltonian

− H̄ = F̄ − p̄1�̇1 − p̄2�̇2 = − H , �A14�

reduces to the same expression as before. Here we used �̇3

=−�̇1− �̇2.

APPENDIX B: NUMERICAL METHOD

Here we briefly explain the numerical shooting method
used to solve the stationary phase-field equations, which
have the form of a coupled ordinary differential equations
�ODEs�. For simplicity, we describe this method for the two
phase-field model of Sec. V but the same method is appli-
cable to the multiorder-parameter models after elimination of
one field using the constraint �1+�2+�3=1.

We integrate the ODEs starting in the left grain, i.e., for a
large negative x with the origin chosen midway between the
grains. To find out the initial conditions for this integration,
we linearize the phase-field equations around the fix points,
i.e., �=−1+�� and �=−��. Then the phase-field Eq. �48�
become to first order �for simplicity h==1�

�2��

�x2 = �8 + 8�0
2��� + 6L

T − TM

TM

��

�0
2 ,

�2��

�x2 =
1

�
�8 + 8�0

2��� ,

and only have the exponential solutions

� = − 1 + C1 exp��8 + 8�0
2�1/2�−1/2x� ,

� = C2 exp�	8 + 8�0
2 + 6

L�T − TM�
TM�0

2 
1/2

x� ,

which vanish at x→−�, as required for a physically admis-
sible solution; this requirement fixes one of the two integra-
tion constants for each second order equation. The remaining
two constants C1 and C2 are used as adjustable parameters in
the shooting method to fulfill the boundary conditions
d� /dx=0 and �=0 at the midpoint between the two grains,
which follow from the fact that � and � are symmetrical and
antisymmetrical about this point, respectively. One of the
shooting constants can be set to an arbitrary value since the
problem is invariant under a translation along x, i.e., it just
fixes the position of the origin. Therefore, we integrate from
a point far in the solid where the asymptotic analytical solu-
tions are valid up to the point where d� /dx=0 is reached.
We then use the remaining shooting parameter to fulfill the
other boundary condition �=0. The value of the liquid layer
thickness can then be extracted by measuring twice the dis-
tance between the point where �=−1 /2 and the end point of
integration, since the profile is symmetric with respect to the
latter point.

For the multiorder-parameter model, a similar strategy
can be employed. As definition of the liquid layer thickness
we use here the distance between the points where the two
solid fields cross the value 1/2.
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The stable branches can of course also be found by full
relaxation according to Eq. �14�, but the above procedure is
more accurate and efficient also in these cases.

APPENDIX C: DOUBLE-OBSTACLE POTENTIAL

Instead of the multiwell a multiobstacle potential is often
used for phase-field simulations �6�, and we briefly investi-
gate its behavior concerning short-range interface interac-
tions here. We refrain from a full analytical and numerical
treatment and discuss for simplicity only a model with a
single order parameter.

The main difference between the double-well and the
double-obstacle potential is that the latter is defined to be
infinite outside the physical regime 0���1, and this is
sketched in Fig. 27. Furthermore, the potential has a finite
slope at the end points �=0 and �=1. A typical choice is

fDO = �h��1 − �� for 0 � � � 1

� else
� , �C1�

instead of the double-well potential

fdw = 2h�2�1 − ��2. �C2�

Again, we use a standard kinetic term of the type

fk = ����2. �C3�

The central point is now that the double-obstable potential
provides stationary interface solutions which have only a fi-
nite support, i.e., the phase-field differs from the trivial val-
ues �=0 or 1 only in a finite region. For the double-well

potential, the phase-field approaches these limiting values
only exponentially. For the above choice of free-energy con-
tributions, the stationary interface solution ��x� is given by

�
0 if x − x0 � − ��/2
1

2
�1 + sin��x − x0�/��� if − ��/2 � x − x0 � ��/2

1 else
� ,

�C4�

where x0 is the interface position for this one-dimensional
solution and �= � /h�1/2 is a measure for the interface thick-
ness, as before.

If we repeat the mechanical analog of Fig. 2 for the
double-obstacle potential, it is clear that the particle trajec-
tory can only exist for T	TM since a turning point is still
present. Therefore the interaction is still attractive. The main
difference is that the potential does not have zero slope near
the liquid maximum but a finite slope that does not change as
T−TM →0+. This slope implies that the particle has a con-
stant negative acceleration at the turning point even in this
limit. Therefore, it spends a finite amount of time near the
turning point and W does not diverge in this limit. Instead, it
reaches a maximum value as shown schematically in Fig. 28.
Exactly at T=TM, liquid films can exist for any W larger than
this maximum since the interaction between interfaces be-
comes strictly zero. This also implies that the disjoining po-
tential vanishes at a finite W for the double-obstacle poten-
tial.
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