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A lattice-gas model with two types of particles, a particle-dependent short-range coupling and a long-range
repulsive Coulombic interaction, is introduced. The phase diagram of an isolated finite system of 129 particles
is constructed using the bimodality properties of the observables’ distribution. We show that this generic
Hamiltonian, with couplings optimized on the properties of the atomic nucleus, exhibits a specific phase
diagram including, together with the well-known liquid-gas phase transition, a segregation phase that can be
assimilated to nuclear fission.
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I. INTRODUCTION

Lattice-gas models are well-known useful tools to explore
the generic properties of interacting systems belonging to
different universality classes �1�. In such models, different
couplings and frustrating interactions can be used to study
the basic features of the phase diagram of a large body of
systems. Examples are binary fluids �2�, metallic alloys �3�,
adatoms on a crystal surface �4�, 3He-4He mixtures �5�,
nuclear matter �6�, magnetic films �7�, glass-forming liquids
�8�, polymer mixtures �9�, or neutron star crusts �10�. These
models are indeed particularly adapted to study the thermo-
dynamics of finite systems and the effect of the different
constraints or statistical ensembles �11–15�.

Concerning the specific example of atomic nuclei, lattice-
gas models have been employed since more than one decade
�16–18� and even quantitatively compared to experimental
data of nuclear structure and nuclear fragmentation �18–21�.
If cluster observables have been computed by many authors,
thermodynamic studies of these systems are however scarce
�12,13,17,22� and never consider on a same footing the fact
that both the short-range ferromagnetic interaction and the
long-range Coulombic interaction should be isospin depen-
dent, i.e., different for protons and neutrons.

In this paper we consider an isolated finite lattice-gas sys-
tem composed of two types of particles �charged and neutral
particles� with a schematic Hamiltonian including both the
Coulomb field and the symmetry energy, which are short-
and long-range couplings depending on the particle type. Af-
ter a short presentation of the model in Sec. II, the ground-
state properties of this system are studied in Sec. III with a
simulated annealing technique. As a function of the number
of charged particles Z and number of neutral particles N, we
observe instability lines associated with phenomena qualita-
tively similar to the well-known nuclear phenomena of
nucleon emission at drip lines and spontaneous fission.

The finite-temperature phase diagram of the model is then
studied in Sec. IV with a Metropolis technique. A first-order
liquid-gas phase transition line is observed. Together with
this transition, already known from the simpler uncharged
version of the model containing only one type of particles, an
extra transition is observed to a fragmentation phase which is
specific to the frustrating isospin-dependent interaction. Pos-
sible connections to other physical systems and experimental

observations are developed in the Conclusion section. Some
of the results presented in this paper have been already pub-
lished in Ref. �23�.

II. MODEL

We consider a system composed of N neutral and Z
charged particles of mass m occupying a cubic lattice of L3

=8000 cells with four degrees of freedom: one discrete vari-
able �i for isospin ��i=1 for charged particles, �i=−1 for
neutral particles, and �i=0 if the site is unoccupied� and
three continuous variables pi� for the momentum. The Hamil-
tonian is given by

H = Hnuc + Hcoul + Hkin �1�

=�
�i,j�

��i�j
�i� j + �

�i=�j=1,i�j

Ic

rij
+ �

i=1

L3

pi
2

2m
�i

2, �2�

where �i , j� are nearest-neighbor cells, ��i�j
is their coupling,

Ic is the Coulomb coupling, and rij is the distance between
sites i and j. The standard version of this model �16,17�,
which we will denote by Hscalar and calculate in the follow-
ing for comparison with the full Hamiltonian H, assumes
uniquely a constant short-range ferromagnetic coupling: �11
=�−1−1=�1−1=��0, Ic=0.

To include Coulomb and symmetry energy effects as in
the nuclear physics case one has to take �11=�−1−1�0, �1−1
�0, Ic�0 �18,24�. A lattice spacing r0=1.8 fm results in a
density for an infinite system at full lattice occupation r0

−3

=�0=0.17 fm−3, corresponding to the saturation density of
symmetric nuclear matter. The choice of Ic=1.44 MeV fm,
m=939 MeV, �−1,1��=5.5 MeV, �−1−1=0 further provides
the correct saturation and symmetry energy of nuclear matter
�24� at full occupation.

In the following, we will note Enuc as the energy contri-
bution of the short-range interaction,

Enuc = 	�
�i,j�

��i�j
�i� j
 , �3�

Ekin the kinetic energy,
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Ekin =	�
i=1

L3

pi
2

2m
�i

2
 , �4�

and Ecoul will give the long-range Coulombic energy,

Ecoul =	 �
�i=�j=1,i�j

Ic

rij

 , �5�

where � · � indicates thermal averages. We will also note the
total potential energy Eint=Enuc+Ecoul and the total energy
Etot=Enuc+Ecoul+Ekin.

Ensembles of occupied sites constitute clusters. These lat-
ter are defined according to the following rule known in the
literature as the Hill’s cluster definition �25�. Two occupied
sites �“nucleons”� �i , j� belong to the same cluster if they are
close neighbors and they additionally fulfill

Erel � ���i�j
� , �6�

with

Erel =
�

2
vrel

2 ,

where �=m /2 is the reduced mass and vrel= �p� i− p� j� /m is the
relative velocity of the two nucleons.

Definition �6� represents only a local criterion in contrast
to more sophisticated global cluster definitions which have
been proposed in the literature as the early cluster recogni-
tion algorithm �ECRA� definition �26�. It was shown �25�
that clusters defined according to the above rule in average
are self-bound; this means that, if one would consider a dy-
namical evolution of the system under the action of the
Hamiltonian �2�, the cluster size distribution would not be
modified in average as a function of time. This means that
Coniglio-Klein clusters are physical clusters that can be, at
least qualitatively, compared to experimental data.

This lattice-gas model was already shown to give a quali-
tative description of nuclear fragmentation �18�. Moreover,
its simplified version Hscalar with uncharged particles is iso-
morphous to a generic model in statistical mechanics, the
spin-1 Ising model �5�, which makes the lattice-gas model
�LGM� a paradigm of phase transitions in finite systems. The
universal character of phase transitions implies that observ-
ables expressed in reduced adimensional units are expected
to be similar within systems belonging to the same univer-
sality class as Coulombic binary fluids, spin-1 lattices, or
atomic nuclei.

Calculations are made in the isobar ensemble, which is
the optimal canonical ensemble to describe unbound systems
in the vacuum �27�. The canonical partition function of the
isobar ensemble reads

	 = �
�n�

exp�− 
�H�n� + PV�n��� , �7�

where 
 , P are Lagrange parameters, the sum runs over all
the possible realizations �n�, H�n� is the total energy for each
partition �n�, and V�n� is the global extension of the system
defined as

V�n� = 2�� ri
3�i

2��n� � �� �i
2��n�

, �8�

where ri is the distance between site i and the center of the
lattice. The statistical average �V�n�� at a given value of T and
P will be denoted by R3 in the following �28�.

Isolated systems in the vacuum as atomic nuclei are best
described by the microcanonical ensemble �13,29,30�. To ex-
tract the microcanonical distribution it is useful to recall the
relationship between the canonical probability distribution
and the microcanonical isobaric entropy in finite systems,

p
,P�E,V� = W�E,V�
exp�− 
�E + PV��

	
, �9�

where W�E ,V� is the number of microstates corresponding
to an energy E and a volume V,

W�E,V� = �
�n�

��V�n� − V���H�n� − E� , �10�

and is linked to the microcanonical entropy by W�E ,V�
=exp S�E ,V�.

Using Eq. �9�, microcanonical events at constant pressure
are obtained by sorting the canonical distribution,

P
,P
�n� =

exp�− 
�H�n� + PV�n���
	

, �11�

according to the total energy E=H�n� �30�. The microcanoni-
cal phase diagram can also be exactly calculated from the
sampling of the canonical distribution �Eq. �11�� �22,30�, as
it will be explained in greater detail in Sec. IV.

Numerics and convergence

To numerically sample the canonical partition sum �7� and
access microcanonical thermodynamics through Eq. �9�, we
first recall that the canonical partition sum of a classical sys-
tem can be factorized into its kinetic and potential compo-
nents depending separately on the momentum and configu-
ration space, respectively,

	 = 	kin��p� i
�	int���i
� .

Since 	kin is nothing but the partition sum of a classical
monatomic gas, the lattice momentum distribution is simply
given by a Maxwell-Boltzmann distribution which does not
depend on the pressure P and is given by

fMB�pq� = �2
mT�−1/2exp�−
pq

2

2mT
� , �12�

where pq is the momentum component along the axis q
�=x ,y ,z� and T=
−1 is the temperature. A three-dimensional
momentum vector pq� is assigned to each cell to Eq. �12�.

The average kinetic energy per particle in the canonical
ensemble is always equal to �Ekin�=3T /2 and the corre-
sponding fluctuation �2=3T2 /2; once partitions are sorted
according to their total energy �microcanonical ensemble�
this is not true any more. The distribution of the constant
total-energy partitions deviate from Eq. �12� and abnormal
kinetic-energy fluctuations appear at the crossing of first-
order transition borders �30�.
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The configuration spin space ��i
 is numerically sampled
for each given value of temperature and pressure with a stan-
dard Metropolis technique �17,31�. This algorithm is based
on the detailed balance principle. Starting from an arbitrary
configuration of site spins ��i
, we transform a configuration
�1� into a configuration �2� by inverting the occupation of
two randomly selected lattice sites. The probability of ac-
cepting the new configuration is given by

p�1�→�2� =
P
,P

�1�

P
,P
�2�

= exp�− 
�Hint
�1� − Hint

�2� + P�V�1� − V�2���
 . �13�

This algorithm exactly preserves the total occupations, i.e.,

the total numbers of neutral particles, N=�i=1
L3

���i+1�, and

of charged particles, Z=�i=1
L3

���i−1�.
Figure 1 gives the evolution of the canonical averages for

the total interaction energy and radius, evaluated for a system
composed of A=129 particles �N=75 neutral particles and
Z=54 charged particles�, at two different temperatures and a
pressure P=2.65�10−5�A /r0

3, as a function of the total num-
ber of Monte Carlo iterations. This particular number of par-
ticles is chosen because isotopically resolved nuclear multi-
fragmentation data will be soon available on this system
�32�. The chosen values of temperature and pressure are se-
lected because they correspond to different regions in the
phase diagram �see Sec. IV below�.

Only the steady-state regime observed in Fig. 1, defined
as the regime where average behaviors are independent of
the chosen initial condition, is considered for the calculation
of thermal averages. The transient regime linearly varies as a
function of the temperature at a given pressure, with lower
temperatures corresponding to longer transient Monte Carlo
times. Typical values for the number of excluded initial it-
erations for our applications are on the order of Ntrans�105.
Such long transient times are imposed by the presence of a

long-range interaction, which considerably slows down the
numerical convergence with respect to standard lattice-gas
calculations �17�.

The chosen Metropolis algorithm �Eq. �13��, although op-
timizing the rejection rate, induces a strong correlation be-
tween successive configurations. To minimize possible bias,
we calculate the autocorrelation function defined as

f��� =
1

�Eint
�T − ���0

T−�

dt�Hint�t� − Eint��Hint�t + �� − Eint� ,

�14�

where Hint�t� is the internal energy value Hint
�n� of the configu-

ration �n� obtained at Monte Carlo time t, � is the time in-
terval between two configurations, T is the total time of the
sampling, and �Eint

�T−�� is the estimation of internal energy
fluctuation calculated over the interval T−�.

This autocorrelation function is presented in Fig. 2 for a
system composed of 54 charged and 75 neutral particles at
two different temperatures. In the simulations presented in
this paper, only one configuration out of Ncor accepted Me-
tropolis moves is used for the computation of physical ob-
servables, where Ncor is fixed so as to have a negligible cor-
relation, f����0.1 �dashed line in Fig. 2�. It is found that
Ncor linearly increases with decreasing temperatures and in-
creasing number of particles. For our applications, typical
values are on the order of Ncor�5�104. The last parameter
to be fixed to define the numerics is the total number of
configurations, Nev, which is used to compute the physical
observables.

We have chosen three observables corresponding to three
levels of description demanding different precisions, namely,
the average canonical potential energy Eint, its fluctuation
�Eint

, and its probability distribution P
,P�Eint�. These ob-
servables are compared in Fig. 3 to the corresponding values
obtained with a number Nev

� =2�106 of sampled configura-
tions �33�, which are indicated with an exponent � in Fig. 3.
These calculations have been done for a system with 75 neu-
tral and 54 charged particles, at a temperature T=0.36� and a
pressure P=2.65�10−5�A /r0

3. In these conditions the system
is in an ordered liquidlike phase �see Sec. IV�.
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FIG. 1. �Color online� Evolution as a function of the Monte
Carlo steps of the interaction energy per particle �upper part� and
mean radius R=�3�R3��lower part� for a system composed of 75
neutral and 54 charged particles at two different temperatures
T=0.36� �lower curve� and T=0.54� �upper curve�. Dashed lines:
thermal average. Dotted lines: standard deviation. Calculations are
done in the canonical ensemble.
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FIG. 2. �Color online� Autocorrelation function �Eq. �14�� as a
function of the sampling period for a system composed of 75
neutral and 54 charged particles at two different temperatures
T=0.36� �upper curve� and T=0.54� �lower curve�.
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Concerning the evolution of average observables �upper
part of Fig. 3�, we observe that Nev�5�104 configurations
are enough to ensure a deviation between the asymptotic
energy and its estimation with Nev samplings less than 1%.
To have the same precision on the estimation of a fluctuation
�middle part of Fig. 3� a statistics ten times higher is needed,
Nev�5�105. Finally we will use the computation of distri-
bution functions of observables to calculate the microcanoni-
cal phase diagram. To this purpose, we compare in the bot-
tom part of Fig. 3 the Kolmogorov-Smirnov likelihood
probability �34� between the energy distribution with a given
Nev and its thermal limit. To guarantee a correct reproduction
of the probability distribution, a higher statistics Nev=106

will be used.

III. GROUND-STATE PROPERTIES

As a first application of the model, we present in this
section a study of the ground-state properties of finite sys-
tems as a function of the charged particle Z and neutral par-
ticle N numbers. Zero-temperature properties are not acces-
sible to the Metropolis algorithm. To access ground-state
configurations, we have employed the adaptative simulated
annealing technique. To reach the absolute minimum of the
potential energy, the method consists of a slow “cooling” of
the system and a progressive “reheating” in the case of trap-
ping in local minima.

A Monte Carlo time interval including Nev=k recorded
configurations is used, which is divided into ten subperiods

composed of k� steps. We note that �H�i
k�= 1

k�
� j=kn+ik�

j=kn+�i+1�k�Hint
�j�

is the average potential energy obtained within the ith sub-

period, while �H�n
k = 1

10�i=0
i=9�H�i

k� is the average potential en-
ergy computed in the nth period.

The Monte Carlo “temperature” associated with the pe-
riod n+1 is calculated as

Tn+1 = �
1

an
Tn if � ��H�i

k� � �H�n−1
k 
 = 0, an+1 = an

1/r

anTn if � ��H�i
k� � �H�n−1

k 
 � �1,4� , an+1 = an

anTn if � ��H�i
k� � �H�n−1

k 
 � 5, an+1 = an
r ,
�

�15�

where r=0.9, an� �0.96,0.996� �35�, and #�test
 is the num-
ber of successful verifications of the test. The fictitious tem-
perature defined by Eq. �15� is then used in the usual Me-
tropolis algorithm �Eq. �13��.

The evolution of the average canonical interaction energy
and fictitious temperature for the simulated annealing algo-
rithm is presented in Fig. 4 for a representative case. We can
observe at first a reduction in the temperature leading to a
reduction in the energy up to saturation; this value corre-
sponds to a local minimum in the potential-energy surface;
successive oscillations in the temperature allow us to explore
neighboring configurations and finally converge to the abso-
lute interaction energy minimum.

The short-range part of the ground-state interaction en-
ergy Enuc is shown in Fig. 5 as a function of the number of
particles for an isospin symmetric system N=Z �left side�
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FIG. 3. Convergence of the Metropolis algorithm for a system
composed of 75 neutral and 54 charged particles at the temperature
T=0.36�. As a function of the number of recorded events Nev, the
upper �middle� part shows the relative difference of the average
�standard deviation� of the interaction energy and its thermal value;
the lower panel gives the Kolmogorov-Smirnov likelihood prob-
ability between the energy distribution with a given Nev and its
thermal limit.
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FIG. 4. Correlation between the interaction energy and the Me-
tropolis temperature in the adaptative simulated annealing tech-
nique, for a system composed of 75 neutral and 54 charged
particles.
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FIG. 5. �Color online� Left: average ground-state energy associ-
ated with the short-range coupling part of the Hamiltonian as a
function of the number of particles for a symmetric N=Z system.
Right: same as left, as a function of the asymmetry between charged
and neutral particles, for different total number of particles: A
=40,60,80,100 from top to bottom. The lines correspond to best
fits using Eq. �16�.
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and as a function of the isospin asymmetry for four different
selected numbers of particles �right side�. The full lines rep-
resent best fits using the liquid drop functional,

Enuc
0 �A,Z� = av

0A + as
0A1/3 + csym

0 �A − 2Z�2

A
, �16�

where av
0, as

0, and csym
0 are fitting parameters. We can see that

lattice-gas ground states, represented by the points in Fig. 5,
are very well described by form �16�, which gives an excel-
lent representation of bulk properties of experimentally mea-
sured nuclear masses. If the coupling �=5.5 MeV is used,
which provides realistic nuclear saturation properties for in-
finite matter, the fitting parameters are also reasonably close
to the physical volume, surface, and symmetry energy coef-
ficients of atomic nuclei. The adequation between the value
of the parameters and nuclear data is shown in Table I.

The long-range part of the ground-state interaction energy
Ecoul is shown in Fig. 6 for different numbers of particles and
isospin asymmetries as a function of the square number of
charged particles divided by the radius defined by Eq. �8�
�right side�. This last quantity is represented as a function of
the number of particles in the left part of the same figure.
Solid lines are fits with the functionals

Ecoul
0 �A,Z� = �c

Z�Z − 1�
R

, R = r0A1/3. �17�

Some deviations are observed with respect to the expected
Coulomb energy of uniformly charged spheres at a constant

particle density. In particular we can see that, for a given
particle number, the most charged system has the highest
radius, meaning the saturation density decreases with in-
creasing charge in a nonlinear way. A more sophisticated
parametrization of the radius R=r0�A ,Z�A1/3 would be
needed to recover precisely the usual nuclear expression
Ecoul

0 =�cZ�Z−1� / �r0A1/3�. However, Eq. �17� clearly gives a
reasonably good description of the Coulomb energy and
again the associated parameters �c and r0 are in good agree-
ment with standard nuclear physics values �see Table I�.

If nuclear shell and pairing corrections are obviously out
of the scope of the present model, the gross adequation be-
tween lattice ground states and bulk properties of nuclear
masses is remarkable. This means that the dominant part of
nuclear masses can be explained in terms of generic
statistical-mechanics models like the lattice gas. This is also
encouraging for further applications of this same model at
finite temperature where nuclear quantum effects, which are
absent in the present description, are expected to be partially
washed out.

The isoenergetic curves of lattice ground states are pre-
sented in Fig. 7. In this figure the total energy is evaluated as

Etot
0 �A,Z� = Enuc

0 �A,Z� + Ecoul
0 �A,Z� , �18�

where the parameters of Eqs. �16� and �17� are the best-fit
results given in Table I. Again the qualitative features of the
stability line, defined as the lowest ridge of the total-energy
hollow �thick line in Fig. 7�, are similar to the physical case
of nuclear masses. In the gray region of Fig. 7, the energies
given by Eq. �18� do not correspond to stable lattice configu-

TABLE I. Value of the different parameters appearing in the ground-state functional �16�. “isoLGM”
indicates the best fit of the Lattice-gas ground states, while “LDM” �liquid drop model� gives the standard
nuclear physics result from the fit of nuclear masses �36�.

av
0 as

0 csym
0 �c r0

isoLGM −15.9 MeV 14.8 MeV 20.4 MeV 0.554 MeV fm 1.17 fm

LDM −15.68 MeV 18.56 MeV 28.1 MeV 0.717 MeV fm 1.25 fm
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FIG. 6. Left: average ground state radius as a function of the
total number of particles; the different points represent the different
asymmetries shown in Fig. 5, the largest radius being associated to
the highest total charge. Right: total Coulomb energy as a function
of the square of the total charge divided by the average radius, for
the same systems as in the left side. The lines correspond to best fits
using Eqs. �17�.
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stability line. Dotted line: N=Z. Dashed area: instability with re-
spect to symmetric fission.
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rations. Indeed the absolute minimum in this region found by
the simulated annealing technique is a symmetric fission of
the system into two separate clusters with a number of
charged particles Zmax=Zsecond=Z /2. The experimental fissil-
ity line is given by the dashed curve in Fig. 7. We can see
again that the qualitative agreement is remarkable, especially
considering that nuclear fission is a very complex, quantal,
dynamical, and collective problem.

IV. PHASE DIAGRAM

We now turn to the determination of the finite-
temperature phase diagram. Considering the similarity be-
tween the ground-state properties of the model and the ener-
getics of atomic nuclei �see Sec. III�, and the universality
properties of phase transitions, we expect the lattice-gas
phase diagram to be very close to that of nuclei. With only
one type of particles, the lattice-gas model is well known to
exhibit a first-order liquid-gas transition and a critical point
�Tc , Pc� �16,22,30�.

Adding a long-range repulsive Coulombic interaction, as
well as a particle-type dependence of the short-range cou-
pling, may deeply modify the characteristics of the phase
diagram. In particular, the Coulomb interaction was shown to
considerably affect the phase transition in different models.
Not only the transition temperature has been reported to de-
crease with increasing Coulomb energy �18,37–39�, but also
the order and nature of the phase transition were observed to
change �38,40�. It is therefore interesting to study the sepa-
rate effect of the different components of the Hamiltonian on
the lattice-gas model phase diagram.

First-order phase transitions in finite systems can be un-
ambiguously defined from the convexity properties of the
microcanonical entropy as a function of the order parameter
�29,30�. In the case of transitions with finite latent heat, the
total energy is an order parameter, and a first-order phase
transition corresponds to negative microcanonical heat ca-
pacity CP

−1=−TP
2 d2SP /dE2. This latter can be computed from

the canonical energy distribution according to

d2 ln p
,P�E�
dE2 = −

1

CPTP
2 = −

1

TP
2

dTP

dE
, �19�

where TP is the microcanonical temperature,

TP
−1 =

dSP

dE
, �20�

and the microcanonical entropy is given by

SP�E� = ln� dV W�E,V�exp − 
PV . �21�

We start by presenting in Fig. 8 the evolution of a
A=129-particle system at a constant pressure P=2.65
�10−5�A /r0

3 with a purely ferromagnetic isospin-
independent interaction ��11=�−1−1=�1−1=��0� and without
a Coulomb term.

The energy distributions at different canonical tempera-
tures T=
−1 are plotted in the upper right part of Fig. 8. The
latter present a bimodal behavior over a narrow 
 interval
where the microcanonical heat capacity is negative. The
point where the two probability peaks have the same height
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FIG. 8. �Color online� Thermal behavior of a system of 129 identical particles interacting with a short-range attractive force �standard
LGM�at a pressure P=2.65�10−5�A /r0

3. Upper left: average �full line� and most probable �symbols� interaction energies as functions of the
temperature. The arrow gives the value of the transition temperature. Upper right: interaction energy distribution at a temperature below
�dark gray�, above �light gray�, and at �black� the transition temperature. Lower left: distribution of the size of the largest cluster at a
temperature below �dark gray�, above �light gray�, and at �black� the transition temperature. Lower right: correlation between the interaction
energy and the size of the largest cluster at the transition temperature.
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is recognized as the first-order phase transition temperature
Tt

scalar �41�.
Due to the bimodality of the order parameter distribution,

the most probable value of the potential energy in the canoni-
cal ensemble discontinuously jumps for 
−1=Tt

scalar �sym-
bols in the upper left part of Fig. 8�. Conversely the average
potential energy Eint defined in Eq. �3� varies continuously
over the whole canonical temperature domain. Indeed the
discontinuity in Eint associated with the presence of the latent
heat would only be observable at the thermodynamic limit.

The lower left part of Fig. 8 presents the canonical prob-
ability distribution of the size of the largest cluster Amax
present in each lattice configuration, at the same tempera-
tures displayed for the energy distributions. This observable
has been proposed to identify the fragmentation phase tran-
sition corresponding to the nuclear matter liquid-gas phase
transition in heavy-ion collisions �42,43�. We can see that
indeed this distribution is also bimodal, and that the transi-
tion temperature extracted from the bimodality of Amax re-
markably coincides with the value extracted from the micro-
canonical heat capacity. The coincidence of the two
estimations can be understood from the very strong linear
correlation �lower right part of Fig. 8� between the interac-
tion energy and the size of the heaviest cluster. This comforts
the idea that Amax, which is experimentally a directly mea-
surable observable, can be used as the order parameter of the
fragmentation phase transition. Such a bimodality has been
observed experimentally �44,45�.

We now turn to examining the effect of a particle-
dependent short-range coupling, considering �11=�−1−1=0,
�1−1=��0. As discussed in the previous section, this isospin

dependence of the interaction is responsible for the presence
of the symmetry energy in nuclear physics. The choice of �
=5.5 produces realistic results both in finite nuclei and infi-
nite nuclear matter. The results, in the same conditions as in
Fig. 8 above, are displayed in Fig. 9. We can see that the
qualitative behavior is the same as for the standard isospin-
independent lattice-gas model. The only difference concerns
the value Tt

iso of the transition temperature, which is lower
with respect to Tt

scalar at the same pressure value. This can be
intuitively understood from the fact that the presence of an
isospin-dependent interaction favors specific crystal-like
configurations. On the other hand, the value of the latent heat
�given by the energy jump in the upper left part of the fig-
ures, or the distance between the two maxima of the bimodal
distribution in the upper right part� is almost unaffected by
the short-range interaction. A much bigger difference be-
tween the numbers of charged and neutral particles than the
one studied here �N /Z=1.39� would be needed to see an
effect of the interaction on this observable �46�. Such exotic
systems are not yet accessible experimentally.

In the previous calculations we had ignored the long-
range repulsive Coulomb coupling. This frustrating interac-
tion is expected to have a strong influence on the thermody-
namics of the system �1,8,10,38,40,47�, even if as in the
nuclear case its energy contribution to the total binding can
be considered as a perturbation since Ic /��0.26.

Figure 10 is the same as Fig. 9 above, with the additional
inclusion of the Coulomb coupling. We can see that the
liquid-gas phase transition survives the presence of a Cou-
lomb interaction, but the corresponding transition tempera-
ture Tt

tot is lowered. Moreover, the latent heat is considerably
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FIG. 9. �Color online� Thermal behavior of a system of 75 neutral and 54 charged particles interacting only with an isovector short-range
force at a pressure P=2.65�10−5�A /r0

3. Upper left: average �full line� and most probable �symbols� interaction energies as functions of the
temperature. The arrow gives the value of the transition temperature. Upper right: interaction energy distribution at a temperature below
�dark gray�, above �light gray�, and at �black� the transition temperature. Lower left: distribution of the size of the largest cluster at a
temperature below �dark gray�, above �light gray�, and at �black� the transition temperature. Lower right: correlation between the interaction
energy and the size of the largest cluster at the transition temperature.
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reduced by the Coulomb interaction, in qualitative agreement
with the results of realistic nuclear physics models �38�. The
critical point is defined as the point in the �T , P� plane where
the canonical bimodality disappears and the second deriva-
tive of the order parameter distribution probability vanishes
�42�, linked to the divergence of the microcanonical specific
heat. The fact that the probability difference between the
minimum and the maxima at the transition temperature is
much smaller in Fig. 10 than in Figs. 8 and 9 shows that this
last calculation is close to the critical point. The effect of the
Coulomb force is thus to lower the critical point �37–40�.

The evolution of the transition temperature with the dif-
ferent terms of the interaction is presented for two represen-
tative pressures in Table II. The reduction in the transition
temperature due to the combined effect of Coulomb repul-
sion and isospin-dependent short-range forces is on the order
of 25–30 %.

As discussed in Sec. III, the calculation of the canonical
probability distributions demands a considerable numerical
effort. The transition temperature can be alternatively recog-
nized from the maximum of the order parameter fluctuation
as it is shown in Fig. 11, which gives a precise and reliable
measurement of the transition points and latent heat. In all
cases, we observe a well-defined interaction energy fluctua-
tion peak at the transition point. The calculation employing
the complete isospin-dependent interaction produces, to-
gether with the energy fluctuation peak, two minor bumps at
the temperatures Ta and Tb.

As observed for the probability distributions, estimations
based on the size of the largest cluster �lower part of Fig. 11�
precisely coincide with estimations using the interaction en-

ergy as an order parameter �upper part of Fig. 11�. Moreover,
Amax is a standard choice for an order parameter in a large
class of fragmentation transitions �14�. If we consider Amax
as an order parameter, we can see that the inflection points
observed in the energy fluctuation curve with the complete
interaction correspond to well-pronounced peaks of the Amax
fluctuation.

These extra fluctuation peaks only appear if the repulsive
long-range interaction and the particle-type dependence of
the short-range force are simultaneously taken into account.
This means that they mark transitions which are characteris-
tic of the interplay between the Coulomb and symmetry en-
ergy, and do not correspond to any bulk matter limit. In the
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FIG. 10. �Color online� Thermal behavior of a system of 75 neutral and 54 charged particles interacting with an isovector short-range
force and a repulsive long-range Coulombic force at a pressure P=2.65�10−5�A /r0

3. Upper left: average �full line� and most probable
�symbols� interaction energies as functions of the temperature. The arrow gives the value of the transition temperature. Upper right:
interaction energy distribution at a temperature below �dark gray�, above �light gray�, and at �black� the transition temperature. Lower left:
distribution of the size of the largest cluster at a temperature below �dark gray�, above �light gray�, and at �black� the transition temperature.
Lower right: correlation between the interaction energy and the size of the largest cluster at the transition temperature.

TABLE II. Value of the liquid-gas transition temperature for a
system composed of 75 neutral particles and 54 charged particles at
two pressures P=2.65�10−5�A /r0

3 �left column� and P=1.06
�10−4�A /r0

3 �right column� with different interactions: isospin-
independent ferromagnetic closest neighbor coupling without
�Hscalar� and with �Hscalar+coul� inclusion of a long-range repulsive
Coulomb coupling among charged particles; isospin-dependent cou-
pling without �Hiso� and with �Htot� Coulomb interaction. The frus-
tration strength has been fixed to Ic /�=0.26 to simulate nuclear
systems.

P=2.65�10−5A�r0
−3 P=1.06�10−4A�r0

−3

Hscalar 0.56� 0.67�

Hscalar+coul 0.51� 0.62�

Hiso 0.49� 0.58�

Htot 0.41� 0.49�
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following, we analyze in greater detail these extra fluctuation
peaks to tentatively associate them with the specific nuclear
physics phenomenology.

Fission-evaporation transition

To better understand the origin of the Amax fluctuation
peaks which do not appear as interaction energy fluctuation
maxima, we have plotted in the left part of Fig. 12 the cor-
relation between the interaction energy and the size of the
largest cluster at the three temperatures of interest, Ta, Tb,

and Tt
LG. We can clearly distinguish the liquid-gas transition

�bottom panels in Fig. 12� from the two others: only at the
liquid-gas transition point the interaction energy distribution
is bimodal, reflecting a finite latent heat.

At the other transition points Ta and Tb, the size of the
largest cluster follows a bimodal distribution, while the two
phases are characterized by very close interaction energies.
We can therefore identify the points Ta and Tb as two first-
order transition points without any latent heat. This is similar
to the first-order transition in the Ising model, where the
magnetization change occurs without any energy jump. The
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the fluctuation peak.
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right part of Fig. 12 shows that at this transition point the
Coulomb energy distribution is bimodal. This means that the
two coexisting phases at Ta and Tb correspond to similar total
energies but very different Coulomb energies. This result is
close to the findings of Refs. �38,40�, where realistic fermi-
onic densities of states are employed.

To better characterize this transition specific to the nuclear
phenomenology, we show in Fig. 13 the distributions of the
size of the two largest clusters Amax and Asecond. At the tran-
sition points Ta and Tb, we observe either a dominant cluster
�percolation cluster of the liquid-gas transition� followed by
a very small second cluster �Amax�Asecond�, or two clusters
of similar size �Amax�Asecond�. This transition point corre-
sponds then to the coexistence between an evaporationlike
phase and something close to symmetric fission. The trend is
qualitatively the same at Ta and Tb, with an average size for
the largest cluster decreasing with increasing temperature.
This means that at the higher temperature the partitions in-
clude a large number of small clusters and monomers. We
can also observe that the size of the second largest cluster is
bimodal at these transition points, while only Amax is bimodal
at the liquid-gas phase transition �11,15�. It is worth noting
that several experimental analyses on heavy-ion-induced re-
actions around the Fermi energy have reported the observa-
tion of such bimodalities �44,45,48–50�.

The complete phase diagram of the �N=75, Z=54� sys-
tem can be computed by repeating the analysis presented in
Figs. 8–10 at different values for the pressure P. At each
pressure up to a limiting critical value, the total-energy dis-
tribution, as well as the distribution of the size of the heavi-
est cluster, presents two peaks of the same height at a tem-
perature value, which is recognized as the liquid-gas
transition temperature. If the pressure is below a limiting
value Plim, the distribution of Amax is additionally bimodal
at two other temperature values. The ensemble of these tran-
sition points gives the transition lines, which are shown in
Fig. 14.

The monotonically increasing line ending in a second-
order critical point can be recognized as the liquid-gas phase
transition. The qualitative phenomenology of this transition
is not modified by the addition of a short-range isovector
coupling and a long-range repulsive interaction. The main
effect of Coulomb is to globally shift the transition line to-
ward lower temperatures compared to the standard neutral
lattice-gas model. In particular a bimodality is observed
along this line in the total-energy distribution, showing that
the liquid-gas transition has a finite latent heat also for finite
charged systems.

But the phase diagram is considerably enriched with re-
spect to liquid-gas. Two extra transitions appear at lower
temperature which is specific to charged systems: inside the
dashed curve, the system splits, without any energy jump,
into two dominant fragments of similar size, which can be
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defined as hot fission. The two phases LI and LII observed on
both sides of the fission phase correspond to partitions where
the global system mass is dominated by a single cluster,
which exhausts an important part of the mass in LI, while it
is accompanied by a large number of monomers and small
fragments in LII. Figure 14 shows that it is possible to con-
tinuously pass from LI to LII. Both phases can then be rec-
ognized as a representation of the liquid, in the same sense as
liquid and gas are two different representations of a single
fluid phase in ordinary liquid-gas. The findings in Fig. 14
clearly show that a bimodality is not only uniquely associ-
ated with the liquid-gas phase transition, but can also indi-
cate other transitions that may or may not correspond to a
bulk limit �51–53�.

In particular the fission-liquid transition observed in the
Coulombic Ising model with couplings optimized for nuclear
physics is an effect of the competition in the small nuclear-
like system between the attractive short-range coupling,
which favors the persistence of a huge percolating cluster,
and the repulsive long-range interaction, which favors binary
splittings. This is a generic frustration phenomenon which
may be encountered in different fields of physics, from mag-
nets on specific lattices to liquid crystals, and from spin
glasses to protein folding and neutron star crusts �1,4,6–10�.

V. CONCLUSION

To conclude, we have presented in this paper a study of
the phase diagram and fragment properties at zero and finite

temperatures in the framework of a simple exactly solvable
model, the lattice-gas model. A model interaction adapted to
the description of atomic nuclei, including Coulomb and
isospin-dependent terms, was considered. We still observed
the existence of the liquid-gas transition with the addition of
a long-range Coulomb interaction. As a surprising result, we
have found at low temperature a phase transition triggered by
the Coulomb energy, which corresponds to a fission-residue
transition.

The relevance of the phase diagram calculated for this
model to the nuclear physics phenomenology depends on
how the fermionic nature of the system, completely ignored
in this study, can modify the observed findings. In this re-
spect it is interesting to observe that very similar results are
obtained in phenomenological nuclear statistical models in-
cluding realistic energy functionals and fermionic densities
of states �38,40�. Concerning the possible experimental ob-
servation of this rich phenomenology, different multifrag-
mentation data sets �44,45� have shown a clear bimodal fea-
ture for the distribution of the heaviest cluster.

A coarse comparison of the quasiprojectile fragmentation
data of Ref. �45� and the distributions in Figs. 12 and 13
suggests that the fission-liquid transition may provide a bet-
ter explanation of the data than the liquid-gas transition. It is
however clear that a quantitative detailed comparison has to
be done before a definitive conclusion can be reached, and
the robustness of the predictions with respect to the em-
ployed modeling should be carefully analyzed.
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