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The electron transfer kinetics of redox proteins adsorbed on metal electrodes coated with self-assembled
monolayers (SAMs) of mercaptanes shows an unusual distance-dependence. For thick SAMs, the experimen-
tally measured electron transfer rate constant k., obeys the behavior predicted by Marcus theory [R. A.
Marcus and N. Sutin, Biochim. Biophys. Acta 811, 265 (1985)], whereas for thin SAMs, kexp remains virtually
constant [Z. Q. Feng et al., J. Chem. Soc., Faraday Trans. 93, 1367 (1997)]. In this work, we present a simple
theoretical model system for the redox protein cytochrome c electrostatically bound to a SAM-coated elec-
trode. A statistical average of the electron tunneling rate is calculated by accounting for all possible orientations
of the model protein. This approach, which takes into account the electric field dependent orientational distri-
bution, allows for a satisfactory description of the “saturation” regime in the high electric field limit. It further
predicts a nonexponential behavior of the average electron transfer processes that may be experimentally
checked by extending Kinetic experiments to shorter sampling times, i.e., <1/ke,. For a comprehensive
description of the overall kinetics in the saturation regime at sampling times of the order of 1/k.p, it is
essential to consider the dynamics of protein reorientation, which is not implemented in the present model.

DOI: 10.1103/PhysRevE.81.046101

I. INTRODUCTION

Numerous experimental studies have focused on the
analysis of the distance-dependence of the electron transfer
(ET) processes between the redox center of metalloproteins
and metal electrodes [1-7]. Particularly detailed electro-
chemical and spectroscopic investigations have been carried
out with the heme protein cytochrome ¢ (Cyt-c), which
readily adsorbs electrostatically to metal electrodes coated
with self-assembled monolayers (SAMs) of carboxyl-
terminated alkanethiols [1,2,4,6,8-10] (Fig. 1). SAM-coated
electrodes allow for a precise variation of the ET distance via
altering the number of methylene groups of the alkanethiol.
For long alkanethiols with more than 10 methylene groups,
the measured ET rate increases exponentially with decreas-
ing distance, indicating electron tunneling to be the rate-
limiting step, in accordance with the predictions by Marcus
theory (see Sec. I A). For shorter alkanethiols, however, the
experimental rate constant is virtually distance-independent,
pointing to a process other than electron tunneling to be the
rate-limiting step. This process was recently identified as a
reorientation or rotational diffusion of the immobilized pro-
tein [ 10]. On the other hand, recent experiments have shown,
that there is a similar unusual distance-dependence of the
short range ET, involving the related cytochrome bsg,, where
no protein reorientation could be detected [12]. Our calcula-
tions will show, that protein reorientation is not necessarily
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the only cause for the observed “plateau” region of the ET
for short SAM lengths. Already the statistical distribution of
orientations for short distances to the electrode leads to the
deviation from the exponential behavior of the ET rate
within length depending time windows of the experiment.
Inspection of the protein surface reveals several positively
charged lysine residues that may serve for electrostatic bind-
ing to the negatively charged SAM surface [13]. Thus, dif-
ferent SAM-protein complexes can be formed. In each of
these complexes, the redox site, i.e., the heme group, adopts
a different orientation relative to the metal surface, associ-
ated with different electronic couplings and thus different
electron tunneling rates [14,15]. As a consequence, the ex-
perimentally determined ET rates reflect the interplay be-
tween the orientational distribution, the orientation-

FIG. 1. (Color online) Illustration of the electrostatic binding of
Cyt-c via four surface lysines [indicated by blue (black) dotted
circles] on carboxylate headgroups (sketch of Cyt-c taken from
VMD [11]). The redox center of the protein (Fe-ion) is located in
the center of the heme plane (indicated by black squares).
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dependent electron tunneling, and the transition between
different SAM-protein complexes, i.e., protein reorientation.
Both, the orientational distribution and the reorientation rate
are governed by the strength of the electrostatic interactions
between the protein and the SAM, which depends on the
specific lysine residues involved and on the interfacial elec-
tric field [14,16]. With decreasing SAM thickness, the elec-
tric field strength at the protein binding site increases, which
is expected to slow down protein reorientation such that it
becomes rate-limiting for SAMs of short alkanethiols [10].
In this way, the distance-dependence of the experimentally
determined ET rate can be qualitatively understood. How-
ever, a quantitative description that can account for all ex-
perimental data is not yet available and, in view of the com-
plexity of the interfacial processes, quite a challenge. In this
work, we have employed the methodology of statistical
physics to analyze the effect of the orientational distribution
of the protein on the ET kinetics. The approach is applied to
a simple model system for the protein-SAM complex as a
first step toward a comprehensive and consistent description
of the redox process of Cyt-c and other redox proteins on
electrodes.

This paper is organized as follows. First, we give a brief
overview of the Marcus theory of electron transfer and the
statistical method to calculate an average ET rate. Second,
the model system for Cyt-c on a SAM-coated electrode is
introduced and the potential energy is calculated, which in-
volves a derivation of the electrostatic potential. Third, the
average rate constant is evaluated, by taking into account the
orientational degrees of freedom of the model protein. Fi-
nally, we discuss the overpotential [17] dependence of the
ET rate for various SAM lengths.

A. Marcus theory of electron transfer

The ET rate constant for nonadiabatic electron transfer,
that is, for weak donor-acceptor interaction (Vp,) between
the donor (D) and the acceptor (A), is given by the Marcus
approach [18,19]

T
h\kyT

0 2
kET — |VDA|2 e—(AG +\) /4>\kBT’ (1)

where AG corresponds to the driving force of the ET reac-
tion and A is the reorganization energy. kz7T is the thermal
energy, given by the temperature 7.

For heterogeneous ET reactions, in which the metal elec-
trode serves as a reaction partner, Eq. (1) must be modified to
take account of the continuum of electronic states in the elec-
trode. This can be achieved by averaging Eq. (1) over the
Fermi-Dirac distribution [20]. Assuming a constant density
of states p and approximating the Fermi-Dirac distribution
by a step function, one obtains [21]

T eon+ A\
kgr= |VDA|2%P<1 - erf( \'2)\?‘)) s (2)
/4AKp

where the driving force is expressed in terms of the overpo-
tential 7. ey and “erf” denote the elementary charge and the
Gaussian error function, respectively.
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FIG. 2. (Color online) Model system for Cyt-c on a SAM-coated
electrode. The second sphere in dashed lines is shown to illustrate
the translation of Cyt-c with respect to the SAM and the rotation in
the global coordinate system. r; and r] are the vectors of a point
charge on the sphere in its initial position and after the translational
and rotational motion, respectively. R denotes the radius of the
sphere, d. the SAM length. o and o, are the surface charge den-
sities on the electrode and the SAM, ¢ is the dielectric constant of
the SAM and « the inverse Debye length of the electrolyte solution.

Vpa 1s the donor-acceptor coupling matrix element and
can be assumed as [18,22]

Vpa = Ve 082, (3)

where £ is the effective tunneling decay parameter. V% 4 1s the
coupling element at a distance d,. Equations (2) and (3)
nicely describe the experimental data for the ET rates at thick
SAM coatings, but fail for thin SAM coatings [2,9,23-25].

B. Statistical average of the tunnelling rate

In order to calculate an average ET rate, which takes into
account the ensemble of different protein-SAM complexes,
we apply a standard method from classical statistical physics.

In order to calculate the ensemble average of the electron
transfer rate kzp, we introduce a simple model system and
calculate the Hamilton function for the ET system, which is
given as the sum of the kinetic (7};,) and electrostatic poten-
tial energy (W). The kinetic energy depends on the general-
ized coordinates and momenta, whereas the potential energy
only depends on the coordinates. Since the tunneling rate is
independent of the momenta, the ensemble average of kg is
given by

fds exp(— %)km(s)

B

f ds exp(— %)
B

such that it is sufficient to derive an expression for the po-
tential energy W(s).

<kET> = (4)

II. MODEL SYSTEM

The model system, illustrated in Fig. 2, is kept as simple
as possible to mimic only those forces and properties that are
considered to be essential for the interfacial electron transfer
process of Cyt-c to be described, i.e., the asymmetric distri-
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bution of charge residues on the protein surface and the re-
sultant electrostatic interactions with the charged SAM-
coated electrode. Hence, the model does not claim to
represent an approximate description of the three-
dimensional structure and charge distribution of the protein
and the protein/SAM/metal interfaces, which instead requires
molecular dynamics simulations [14]. Correspondingly, we
have used a sphere with radius R as a model for the protein,
with four positive point charges (¢;=¢,>0) asymmetrically
distributed on the surface of the sphere in analogy to the
positively charged Lys residues that are involved in electro-
static binding to the SAM surface [14,26].

The global coordinate system is positioned such that its
origin coincides with the center of the sphere in its initial
position (see Fig. 2). The positions of the point charges are
given by vectors r;=(x;,y;,z;), with the respective coordi-
nates x;,y;,z; determined from the crystal structure of Cyt-c
(see Appendix A).

The redox site in the protein, taken to be the electron
donor, is assumed to be located in the center of the heme and
its coordinates are approximated by r,=(0,-0.5R,0). As-
suming a translational invariance in (x,z) direction, the dis-
tance to the electrode (electron acceptor) is given by

d=|yp—yal=lyp+d.+R| (5)

Here, yp and y, denote the position of the donator and the
acceptor, respectively. To simulate the thermal motions of the
immobilized Cyt-c, the protein model is allowed to rotate in
the global coordinate system and to move along the y axis
without penetrating into the SAM. Upon rotation and trans-
lation of the sphere, the vectors of the point charges, r;, and
the donor, ry,, are thus transformed according to [27]

’ !
ri=D-ri+Yume Tp=D Tp+Yius (6)

where D is a rotation matrix and y.,,=(0, Vrans,0) @ trans-
lation vector with the coordinate y,.,,, ranging from O to .

The rotation matrix D is given in terms of the three Euler
angles («, B, y), which along with the variable distance yns
represent the generalized coordinates for describing the dy-
namics of the system.

Due to the translational invariance in (x,z) direction, only
the y coordinates of the point charges on the sphere and those
of the heme center after rotation and translation are impor-
tant. They can be obtained as [27]

Vi =—Xpy(sin y cos @ — sin a cos B cos )
+ypi(cos a cos B cos y—sin a sin )

+ ZD/i(Sin B Cos 7) + Yirans- (7)

III. POTENTIAL ENERGY

The potential energy of the model system is given by
W=2 qib(y)), (8)

where ¢;=e¢, are the four point charges on the sphere and
@(y!) is the electrostatic potential at the position of each
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charge with y; given by Eq. (7). The surface charges on the
electrode and the SAM, as well as the excess charges of the
ions in the electrolyte solution are treated as the sources of
the electrostatic potential ¢.

The electrostatic potential will be derived separately for
the SAM and the electrolyte solution, as it is governed by
different differential equations in the two spatial regions. The
protein model is placed inside the external potential and as-
sumed to represent only a weak perturbation of the overall
potential ¢. It is therefore not considered for calculating the
potential distribution.

(a) The SAM can be treated as a dielectric region (dielec-
tric constant ¢) that is defined by the planes of the electrode
and the SAM head groups, characterized by the charge den-
sities o, and o, respectively [Fig. 2]. As there are no excess
charges in the SAM, the potential distribution between the
two surfaces is determined by Laplace’s equation

2

d
d—y2¢(y) =0. )

Two boundary conditions determine the solution of Eq. (9),
namely, ¢(—(d.+R))=¢,, and ¢(—R)=¢, with ¢, and ¢,
denoting the potential at the electrode and the SAM surface,
respectively. ¢, is a variable that depends on the electrode
potential ¢, the SAM length and the electric field strength
inside the SAM (see below). By integrating Eq. (9) twice and
applying the boundary conditions, the potential distribution
inside the SAM model is then given by

W) == 2R v gy (10)

=Esam

According to Eq. (10) the potential at the SAM surface is
given by ¢.=dy—Esamd.-

The constant electric field strength Eg,) inside the SAM
is obtained by calculating the force between a point charge
and two charged surfaces with infinite dimensions according
to

o -0, Ao

(11)

Esam= =
260 2808

with Ao denoting the charge density difference between the
electrode and the SAM surface.

(b) The potential in the electrolyte solution is caused by
the ion distribution and can be described by the linearized
Poisson-Boltzmann equation [28,29].

d2
d—y2¢>= K, (12)

where « denotes the inverse Debye length of the solution.
Equation (12) takes account of the screening of the potential
by the mobile charges in the solution and the Debye length is
the distance at which the modulus of the potential has
dropped to 1/e of its initial value.

The solution of Eq. (12) is given by
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FIG. 3. Schematic presentation of the potential distribution in
Fig. 4.

B() = (P = hg)e ™) + b, (13)

where the integration constant ¢ denotes the potential in the
solution for y —oe. Equation (13) fulfills the boundary con-
dition ¢(—R)= ¢, such that it is consistent with Eq. (10) for
the linear potential inside the SAM. The potential ¢, at the
SAM surface is not constant but depends on the SAM length

Ao

¢c:_ dc+¢M'

2gpe
The complete electrostatic potential distribution in the SAM
and the electrolyte solution is then given by

Ao
- =T (y+d.+R) + ¢y, y=-R
2gp€

(Z(dc)e—K()'+R) + ¢S’

with B(d,) = (dy— 5= 305d.).

The evolution of the potential between electrode, SAM
surface, and electrolyte solution is shown in Fig. 3. In Fig. 4,
the potential distribution for different SAM lengths accord-
ing to Eq. (14) is displayed. Here the charge density differ-
ence was varied according to experimental pK, values (see
Appendix A).

Note that the coordinate system was shifted in Fig. 4 such
that the position of the electrode surface coincides with the
left boundary. The potential change varies from a linear to an
exponential behavior at the SAM/electrolyte interface.

. (14)
y>-R,

dy) =

0 T
o
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FIG. 4. Potential distribution for different SAM lengths. The
coordinate system was shifted such that the position of the electrode
surface coincides with the left boundary. For each d_, the position of
the SAM surface is indicated by the transition from the linear to the
exponential region.
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The electric field strength inside the SAM increases for
decreasing SAM length, in agreement with the results of the
electrostatic model described previously [16].

The slope of the potential in the region of the electrolyte
solution is directly linked to the Coulomb force experienced
by the protein. Since the electric field is given by the nega-
tive gradient of the potential, E=—V ¢, a positive slope of the
potential corresponds to a negative electric field and thus to
an attractive Coulomb force on the positive charges on the
model protein.

The magnitude of the slope depends on both the electric
field strength inside the SAM and the lowest value of the
potential at the SAM surface. Due to this, the electric field
strength in the electrolyte solution first increases with de-
creasing SAM length but decreases again for short SAMs.

Experimental studies on the field-dependent conforma-
tional equilibria [16] and reorientation rate of Cyt-c [10] in-
dicate that the electric field strength experienced by the im-
mobilized protein steadily increases with decreasing SAM
thickness. Thus, the calculated field strength in the SAM
rather than that in the solution is correlated with the experi-
mental data. In this sense, the present model does not fully
account for the Coulombic forces acting on the immobilized
protein located in the solution phase of the interface. This is
due to unavoidable simplifications of the present model. Spe-
cifically, the charge distribution inside and on the surface of
the protein are not considered on a molecular level and any
perturbation of the interfacial potential distribution caused by
the protein is neglected. In accordance with the experimental
findings, one may thus take the electric field strength in the
SAM as an approximate measure for the field experienced by
the protein. Despite the simplification within our calcula-
tions, our model is able to account for the experimental ob-
servation of the saturation of the average electron transfer
rate at short SAM lengths (see Sec. IV).

IV. AVERAGE ELECTRON TRANSFER RATE

A. Extraction of the electron transfer rate in the experiments

Detailed experimental studies on the distance-dependence
of the interfacial ET of Cyt-c have been carried out with
time-resolved surface enhanced resonance Raman (SERR)
spectroscopy [2,4]. In these experiments, the ET rate is not
measured directly but is extracted from the time decay of the
relative concentrations of the reduced or oxidized species of
Cyt-c probed by SERR spectroscopy. The ratio of the relative
concentration after a delay time ¢ and the relative concentra-
tion at zero delay time (at zero overpotential) is given by [2]

A
[oP(7) = %((Ot)) = exp(— 2k%1), (15)

where kY:= kp7(7=0) denotes the ET rate at zero overpoten-
tial. Taking into account the given time resolution and the
accuracy of the concentration determination, the experimen-
tal data are, in most cases, satisfactorily described by a single
exponential time decay, as given in Eq. (15) (vide infra).
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B. Calculation of an average electron transfer rate

In analogy to the experiments, we assume an exponential
decay of the ET rate over time and calculate a statistical
average of the quantity I'(f)=exp(-2k},;f), in which k% is
substituted by the tunneling rate as given by Egs. (2), (3),
(5), and (7). The overpotential is set to =0, according to the
experimental studies on the distance-dependence of the ET
rate [2].

According to Eq. (4), the statistical average of I'(¢), in the
framework of our model system, is given by

(1))
kT
de( )fzwdafwdﬂfhd ex (—K> ’
0 ytrans 0 0 0 7 p kBT

(16)

00 m m m W
de(ytrans)fé dafodﬂfé dy exp(— X T>6Xp(— Zk%Tt)

where Eqgs. (7) and (8) must be substituted for the potential
energy term W.

We then obtain the average ET rate by calculating the
slope of the function g(r)=In{I'(r)) at delay time ¢

1. g(t+Ar)—g(t—Ar)
K@) =-~1
k(1) == lim 241

(r>0). (17)

Provided that (I'(¢)) is a monoexponential function of 7, as
is I'(7), the average ET rate obtained with Eq. (17) is inde-
pendent of the inserted delay time 7. As will be shown below,
this is not the case for all 7. Note that this approach is not
equivalent to averaging over the electron tunneling rate,
which in turn is not suitable for a comparison with the ex-
perimental data (see Appendix C).

C. Numerical results

Equation (16) was evaluated numerically using a fourth-
order Simpson rule. The upper integration boundary of the
integral over y,,,, was set to 300 A. For this value, the
results converged sufficiently. Yet, for the experimentally rel-
evant region of SAM lengths (5 A=d, =25 A), the results
converged even at a much smaller value of 20 A, which is
also sufficiently large to cover the relevant volume of mol-
ecules investigated in the SERR experiments. Only for d,
<1 A, the results converged much more slowly (see below).
The delay time was set to =10 ms. Results calculated for
the average ET rate constant according to Eq. (17) are shown
in Fig. 5.

The calculations nicely reproduce the plateau region be-
tween 15 and 5 A in the dependence of the average electron
transfer constant on the SAM length d,. [2], although protein
reorientation has been neglected. This region results from the
SAM length dependent electric field strength, which affects
the orientation probabilities of the protein (see Appendix B).
They first decrease with growing SAM lengths d.=0.5 A
and then again increase for thick SAMs, which can be attrib-
uted to the potential distribution at different SAM lengths
[Fig. 4]. With decreasing d,, the field strength in the SAM
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FIG. 5. (Color online) Calculated average ET rate constant as a
function of the SAM length, at a delay time of 10 ms.

increases, which may be taken as a measure for the increas-
ing field strength experienced by the protein (see above)
[30].

The calculations further predict a decrease in the average
ET rate constant at distances shorter than 6 A. Although
such short distances cannot be studied experimentally using
SAM-coated electrodes, we may compare this prediction
with experimental results obtained for Cyt-c adsorbed on
electrodes coated with sulfate and phosphonate-terminated
alkanethiols [4]. For both systems, the high charge densities
that are due to the very low pK, values of the SAM tail
groups lead to electric field strengths at the Cyt-c binding
site that are distinctly higher than those for a SAM built up
by the shortest possible carboxyl-terminated alkanethiol (d,
=6.3 A). In fact, the experimentally determined ET rate con-
stants are distinctly smaller than the plateau value, thereby
confirming the predictions of the present theoretical model.

D. Influence of the delay time

In time-resolved SERR experiments, two different pro-
cesses can be probed separately following a rapid potential
jump. Reduction or oxidation of the heme (ET) is monitored
on the basis of the characteristic oxidation marker bands of
the heme, and the changes of the orientational distribution of
the oxidized Cyt-c are probed via the intensity changes of the
porphyrin modes of different symmetry [10]. At SAMs of
long mercaptonalkane chains, the ET rate is found to be
slower than the orientational changes, implying that electron
tunneling is the rate-limiting step for the overall redox pro-
cess. With decreasing chain length, the electron tunneling
rate becomes faster, whereas, due to the increasing electric
field strength, the orientational changes are slowed down un-
til the reorientation rate constant becomes rate-limiting in the
“plateau” region. In this regime, the changes of the orienta-
tional distribution probed in the SERR experiments may re-
flect the transition between Cyt-c molecules of different ori-
entations and the successive reduction in Cyt-c molecules
according to their orientation-dependent electron tunneling
probabilities [14]. Both effects are expected to cause differ-
ent deviations from a monoexponential behavior of the ET
rate when a large dynamic range is considered.

Within the present model, which accounts for the orienta-
tional distribution but not for the orientational dynamics, we
have, therefore, investigated the deviations from the mo-
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FIG. 6. (Color online) Average ET rate calculated as a function
of the SAM length for different delay times ¢ according to Eq. (17)

noexponential behavior by calculating the average ET rate
constant for different delay times 7 in Eq. (17), corresponding
to different sampling times in the time-resolved SERR ex-
periments. The results, shown in Fig. 6, reveal that the char-
acteristic “saturation” behavior of the ET rate constant for
short SAM lengths is reached for different delay times.

Upon setting the delay time to smaller values, the onset of
the saturation occurs for shorter SAM lengths. In the limit of
t—0, the plateau vanishes completely and the average rate
constant approaches the tunneling rate limit even for the
shortest SAM lengths. However, for long SAM lengths
(19 A=d, =25 A), a deviation from the exponential in-
crease in the ET rate, and thus a deviation from the electron
tunneling regime, only occurs for long delay times, whereas
for short SAMs the ET rate reacts much more sensitively to
the delay time used in the calculations. In the limiting case of
t—, the plateau covers the whole range from d.=0 to
25 A and the ET rate approaches zero. The distance-
dependent saturation of the ET rate only occurs in a range of
delay times where the averaged function (I'(¢)) is not an
exponential function of ¢. For each SAM length there is a
range (0,7y) of delay times, starting at r=0, where g(r)
=In{(I'(r)) is a linear function with a constant slope, i.e.,
(I'(r)) is an exponential function in that range. For values ¢
>1,, the modulus of the slope of g(z) decreases, which in
turn leads to a decreasing ET rate. This is shown in Fig. 7,
upon plotting the function g(#) versus the delay time for
SAM lengths of d,=6.3, 7.6, and 11.5 A.

The shorter the SAM length, the smaller is the interval
(0,2,) where (I'(r)) is a monoexponential function of ¢ (see
Table I). In these intervals, the average rate is of the same
order of magnitude as the tunneling rate, so the saturation is
obtained only for a delay time outside the interval (0,z,).

Upon comparing these results with the experimental data,
one has to recall that time-resolved SERR spectroscopic
measurements refer to a time window of not more than two
decades, covering ca. 90% of the maximum concentration
change. For thick SAMs with d.=24.0 and 19.0 A, the ex-
perimental time windows fall into the respective intervals for
which the model predicts a monoexponential behavior, in
agreement with the experiments. For shorter SAMs, the pre-
dicted exponential intervals are not included in the sampling
window of the SERR measurements. Thus, fast ET rates for
a minor fraction of Cyt-c molecules (corresponding to the
exponential range according to Table I) may well occur. Its
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FIG. 7. (Color online) Logarithm of the calculated averaged
quantity (I'(r)) for d,=6.5, 7.6 and 11.5 A as a function of the
delay time ¢ in Eq. (17)

detection requires the expansion of the dynamic range in
future time-resolved SERR experiments. Beyond this time
interval (0,1,), the average ET rate follows a complex func-
tion. The fact that, in previous SERR experiments, this re-
gion could be satisfactorily approximated by a monoexpo-
nential decay may imply, on the one hand, that the error
margins of the experimental data did not justify simulations
by more complex (multiexponential) functions. On the other
hand, in this time range the dynamics of protein reorientation
are most likely rate-determining for the reduction/oxidation
of the main fraction of Cyt-c, which may result in a nearly
monoexponential behavior of the overall ET rate.

It is interesting to note that a clearly nonexponential be-
havior has been observed in time-resolved SERR experi-
ments on the oxidation of the Cyt-c on C;;-coated electrodes
(d,=19.0 A) when the size of the potential jump was in-
creased from 40 to 125 mV. The resulting decay curve was
similar to that in Fig. 7 [31] and revealed an additional
slower phase (ca. 16 s~!) compared to the monoexponential
kinetics (42 s~!) for the oxidation using smaller potential
jumps. This behavior was attributed to the potential-
dependent orientational distribution of the immobilized
Cyt-c, implying that the reorientation rate of ferrous Cyt-c, at
least at more negative potentials, is distinctly slower
(=16 s7!) than that of ferric Cyt-c (ca. 380 s7').

TABLE I. Time Ranges (0,7,) where (I'(¢)) is a monoexponen-
tial function, for different SAM lengths.

(A) 6.3 7.6 11.5

o 0.015 us 0.08 us 25 us
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FIG. 8. (Color online) Overpotential dependence of the average
ET rate for different SAM lengths; Delay time: t=10 ms

V. OVERPOTENTIAL DEPENDENCE OF THE ELECTRON
TRANSFER RATE

In this section we analyze the overpotential-dependence
of the ET rate (see Eq. (2)) to further examine the interplay
between the electron tunneling and protein reorientation re-
gime. In Fig. 8, the ratio (kg;(7))/ <kOET> of the rate at over-
potential 7 to the rate at zero overpotential is shown versus a
negative overpotential for three different SAM lengths. The
rate was calculated with Egs. (16) and (17) by averaging
over an exponential function of the tunneling rate. The delay
time was again set to t=10 ms.

For d.=24 A, which refers to the long-range electron tun-
neling regime, the overpotential dependence of the average
rate and the tunneling rate are equal, whereas for short
SAMs, the ratio of the average rates remains virtually con-
stant, reflecting the regime, where the proteins orientational
distribution is crucial. A transition between these two re-
gimes can be seen for a SAM length of d,=18.0 A, which is
roughly the value at which the onset of the rate saturation
occurs in Fig. 5. These findings nicely reproduce the experi-
mental [2,24] data and further confirm the conclusion that a
process other than electron tunneling is the rate-limiting step
for short SAM lengths.

VI. CONCLUSION

The present model provides a qualitative description of
the unusual distance-dependence of the ET processes of
Cyt-c on SAM-coated electrodes. It takes into account the
electric field dependent distribution of protein orientations,
which leads to a distribution of effective donor-acceptor dis-
tances and thus to a distribution of electron tunneling rates.
The model is not based on the molecular description of the
system and thus can easily be extended to other proteins and
interfaces. Conversely, it does not provide information about
the mechanism and dynamics of the interfacial process on a
molecular level. However, as a stationary model it can ac-
count for the saturation of the ET rate as observed in experi-
mental studies [2]. The calculations show that the protein
orientational distribution plays a crucial role for the average
ET rate and thereby supports the experimental observations
that electric field effects, which ultimately cause the different
orientation probabilities for different SAM lengths, directly
influence the electron transfer dynamics of protein systems.

PHYSICAL REVIEW E 81, 046101 (2010)

To further check the model and to assess the effect of protein
reorientation dynamics that are not included in the model,
further time-resolved SERR experiments should cover a
larger time range. The model may thus serve as a starting
point for a comprehensive description of the interfacial ET
process of Cyt-c and of redox proteins in general.
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APPENDIX A: PARAMETERS FOR
NUMERICAL CALCULATIONS

The model system is constituted by horse heart Cyt-c
(pDB code: 1HRC) adsorbed on a SAM-coated silver elec-
trode.

Cyt-c is approximated by a sphere with a radius R
=13 A. This value is the radius of gyration of Cyt-c, which
was used in molecular simulation studies [26].

The dielectric constant of the SAM is assumed to be &
=2.26[16].

The computations were done for an inverse Debye length
of k=1.1-10° m~!, corresponding to the experimental con-
ditions for the SERR studies to which the present results are
compared [2]. The reorganization energy was taken as A\
=0.23 eV, as determined for Cyt-c adsorbed on a
C,5-SAM-coated electrode [24]. The constant density of
states for the silver electrode was set to p=1 eV~!, which is
on the same order of magnitude as the energy-dependent
total density of states as given in [32] and thus constitutes a
good estimate.

1. Positions of point charges

The positions of the four point charges responsible for the
electrostatic binding were estimated in analogy to four cat-
ionic Lys side chains of the Cyt-c (crystal structure data
IHRC) using the program vMD [11]. The coordinates are

(Lys 25):r; = (0,-0.7,1)R
(Lys 27):r, = (0,—0.7,0.7)R
(Lys 72):r;3 =~ (0,— 0.7, 0.7)R

(Lys 79):r, = (0.7,—0.5,0)R

Note that the exact positions of these point charges has no
impact on the calculations; moreover, it is not intended to
precisely mimic the charge distribution of Cyt-c in this re-
spect.

2. Potential drop between electrode and solution

The interfacial potential distribution is described in anal-
ogy to previous models [33] with ¢,, and ¢ denoting the
potentials on the electrode and of the solution, respectively.
The potential drop between electrode and solution is given
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TABLE II. Redox potentials of Cyt-c adsorbed on SAM-coated
Ag-electrodes (Ref. [16]).

PHYSICAL REVIEW E 81, 046101 (2010)

TABLE III. Measured pK, values for SAMs on gold electrodes
(Ref. [36]).

dc ¢redox dc
SAM (A) (mV) SAM (A) pK,
C, 6.3 2.5 C, 6.3 6.1
C, 7.6 -9.6 C, 7.6 5.3
Ce 11.5 -14.2 Cy 19.0 7.3
Cy 19 -31.0 Cie 24.0 7.9
Cie 24 -39.0
U,IHHX
2

by by— 5= Pappi— Ppzcr Where ¢y is the applied electrode
potential and ¢, denotes the potential of zero charge of the
electrode. Equation (14) can then be rewritten as

Ao
d(y) = - 2808(y +d.+R)+ d’appl_ ¢pzc +d¢ds, Y=-R
B(d)e ™0+ 4 g, y>-R
(A1)

with <7>(dc)=(¢appl—¢pzc—zit;dc). The constant potential ¢g
in the solution can be chosen as an arbitrary value, as it
cancels out in the averaging integral (16).

In this paper, we calculate an average ET rate for a model
system for Cyt-c on SAM-coated Ag electrodes. Therefore,
the parameters in Eq. (A1) for the potential are taken from
the experiments, as far as they are known. The potential of
zero charge varies with SAM length and is taken from a
linear fit to the following experimental values: ¢4%(d,=0)

=-0.97 V [34], ${Z°*(d,=19.0 A)=-0.45 V [35].

The distance-dependence of the ET rate is measured at
zero overpotential, that is, the applied potential is set equal to
the apparent redox potential of the adsorbed Cyt-c, which
depends on the SAM length, as well. For the numerical cal-
culations, the applied potential is obtained as an exponential
fit to the experimental values of the redox potential (Table
I0).

The charge density o, on the SAM-surface is estimated
using a relation from [16]

K, =pH-1 ( 72 ) (A2)
PR, =P 0g A g )
where 05=-0.816 C m™? is the maximum value in the
case when all carboxylate groups of the SAM carry a nega-
tive charge. The pK, depends on the SAM length. Values
were measured for SAMs on an Au electrode in [36] (see
Table III), where it was found that the pK, increases with
increasing SAM lengths. The absolute values for SAMs on
Ag electrodes were not available, yet the general trend can
be assumed to be the same as for gold electrodes. Thus, the
values measured in [36] were taken as a first estimate, lead-
ing to an approximately linear d.-dependence of the pK, val-
ues. The charge density o, can then be obtained as

O-Z(dc) = (A3)

1 +exp(pK,(d,) - pH)
For the charge density o, on the electrode, one can assume
0= —0,, in the case of Cyt-c directly adsorbed to an elec-
trode or to an anionic layer [37]. For SAM-coated electrodes,
the relation will certainly be different, yet can be used to
obtain a reasonable estimate for ¢, and thereby for Ao. The
choice of Ao (i.e., o and o) is in fact critical for the results,
for instance, of the magnitude of the average electron tunnel-
ing rate (cf. Figure 12), although it does not significantly
affect the qualitative description.

Defining g:=|r—rp|, ¢’ :=|r-r,| and the donor-acceptor
distance d:=|rp—r,|, the three coordinates are [38]: M=gide”
pmell,x), V=%‘L,, ve[-1,1], and s e[0,27], where s is
the azimuthal angle around the (rp,r4) axis.

The volume element for this choice of coordinates is dV
=g (W2~ ) dudvds.

APPENDIX B: PROBABILITY DENSITIES

The probability density f of the variable y-distance y s 1S
plotted in Fig. 9 for different SAM lengths. Here, the three
angles were set to fixed values of @=B=7y=0 in Eq. (7), such
that the probability density can simply be calculated as

exp| — ——
P\ kT

Yirans)€XP| —
0 trans kBT

Figure 9(b)) reveals that there is a transition between d,
=0.1 A and d,=0.5 A. For d.=0.1 A, it is more probable
for the model protein to be further away from the SAM. This
is the reason why the results for the average ET rate con-
verge much more slowly when the maximum value for the
variable distance yi.,, 1S increased, thereby causing a sharp
drop of the ET rate below d.=1 A in Fig. 5. The transition
of the probability density in Fig. 9(b)) is due to the change in
sign of the Coulomb force (from attractive to repulsive) for
very small values of d.. This is illustrated in Fig. 10, where
the potential distribution is plotted as in Fig. 4, but for
smaller values of d.. The negative slope of the potential in
the electrolyte solution for d,=0.1 A corresponds to a posi-
tive electric field and thus to a repulsive Coulomb force on
the positive charges on the model protein, whereas for d.
=0.5 A the slope of the potential is positive, which corre-

f(ytrans) = (B l)
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FIG. 9. Probability density with respect to the variable
y-distance y,,s for different SAM lengths.

sponds to a negative electric field and an attractive Coulomb
force on the model protein.

For a fixed orientation, the electron tunneling rate in-
creases exponentially without any saturation. This is depicted
in Fig. 11.

APPENDIX C: AVERAGING OVER THE
TUNNELLING RATE

Here an average ET rate is calculated by averaging over
the tunneling rate directly, rather than over an exponential
function as in Eq. (16). This procedure filters out the influ-
ence of protein reorientation on the electron transfer indepen-
dently of additional effects of the experimental conditions.
The results further illuminate the effect of the exponential
function in the averaging integral Eq. (16).

We calculate an average ET rate as follows:

2
1
1} —
= ot R
SO
e e T i ma
R TN —d=01A
) ——d=05A
Lo d =104
B0 5 10 i

y+d +R [A]

FIG. 10. Potential distribution for short SAM lengths
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FIG. 11. (Color online) Black (upper) line: ET rate for a fixed
molecule (tunneling rate); when all reorientation is switched off;

Blue (dashed) line: Ensemble average of the ET rate for, averaged
over the orientational distribution with Eq. (16)

) ™ J ﬂ- W
5dGand S37daf 5dBS d”"p(‘ k_T)"%T
B

o0 2 T 2 ’
w
f d(ytrans)f daf dﬂj d’)/ exp(— k T)
0 0 0 0 B

(C1)

(ki) =

where again the tunneling rate as given by Egs. (2), (3), and
(7), at overpotential =0 is substituted for k%,. The numeri-
cal results for different charge densities are shown in Fig. 12.
Here, the maximum distance in y direction was again set to
300 A.

The charge density difference Ao for the full blue curve
in Fig. 12 was varied according to experimental pK, values,
as for the full blue curve in Fig. 5. It is obvious that a satu-
ration of the ET rate as in Fig. 5 does not occur for the actual
rate. Rather, the rate behaves as the tunneling rate and in-
creases exponentially for decreasing SAM lengths. Only at a
very short SAM length does the rate reach a maximum and
falls off rapidly for further decreasing values of d.. This
effect is due to a repulsive Coulomb force on the model
protein and is the same mechanism that causes the sharp
decrease in the ET rate for very short SAM lengths in Fig. 5.

To further illustrate this effect, the average rate is also
plotted for two fixed values of the charge density difference
(red dashed-dotted and green dashed curve in Fig. 12). In
these cases, the critical SAM length, where the Coulomb

o 0
" . b Ky 3
IO]U \\“ Ac varied with p]g( J
10 \ - — - A6=0002 /A’ f
NG 22 |
8 3 = = Ac =0.0007 e /A" §
— 10 NG 0 A
2 40 AN
. . / \Q :
|53
1S 10 o
< 10° ! \\ :
/ / & o
100 . y \ 3
At % N
10 S I
109 5 10 15 20 25
d_[A]

FIG. 12. (Color online) Average of the electron tunneling rate
[obtained with Eq. (C1)] for different charge densities
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force changes from attractive to repulsive, and thereby the
point where the kink in the ET rate occurs, is larger than for

PHYSICAL REVIEW E 81, 046101 (2010)

the more realistic values of Ao that vary with the SAM
length.
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