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The low-frequency portion of the x-ray Thomson scattering spectrum is determined by electrons that follow
the slow ion motion. This ion motion is characterized by the ion-ion dynamic structure factor, which contains
a wealth of information about the ions, including structure and collective modes. The frequency-integrated
�diffraction� contribution is considered first. An effective dressed-particle description of warm dense matter is
derived from the quantum Ornstein-Zernike equations, and this is used to identify a Yukawa model for warm
dense matter. The efficacy of this approach is validated by comparing a predicted structure with data from the
extreme case of a liquid metal; good agreement is found. A Thomas-Fermi model is then introduced to allow
the separation of bound and free states at finite temperatures, and issues with the definition of the ionization
state in warm dense matter are discussed. For applications, analytic structure factors are given on either side of
the Kirkwood line. Finally, several models are constructed for describing the slow dynamics of warm dense
matter. Two classes of models are introduced that both satisfy the basic sum rules. One class of models is the
“plasmon-pole”-like class, which yields the dispersion of ion-acoustic waves. Damping is then included via
generalized hydrodynamics models that incorporate viscous contributions.
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I. INTRODUCTION

X-ray Thomson scattering �XRTS� is emerging as a pow-
erful tool for both diagnosing and measuring novel proper-
ties of dense plasmas �1�. Of particular interest is the warm
dense matter �WDM� regime, which can be loosely defined
as matter at about solid density with temperatures up to sev-
eral ��10� eV. Here, a specific regime of WDM physics is
considered that is defined as matter with Coulomb coupling
and degeneracy parameters of order unity �2�. The Coulomb
coupling parameter is taken to be the electron-electron cou-
pling parameter, defined here as

�ee =
e2

ae
�T2 + EF

2
, �1�

where ae= �3 /4�ne�1/3 is the electron-sphere radius in terms
of the electron density ne. The degeneracy parameter is taken
to be

� =
EF

T
, �2�

where EF is the Fermi energy. All other symbols have their
usual meanings. In practice, using these definitions, this re-
gime of WDM is matter with T�10 eV and densities about
half solid, as will be illustrated below. The reason for con-
sidering this specific definition is that the two usual expan-
sion parameters, and their inverses, cannot be used as expan-
sion parameters in this regime. Diagnosing matter in this
regime is quite difficult, and XRTS could play an important
role; more importantly, generating theoretical descriptions of
WDM are equally difficult �3�, and XRTS may be the only
way to elucidate detailed properties.

WDM occurs in very disparate scenarios. Astrophysical
objects such as brown dwarfs and giant planets �4� are com-
posed of matter on the cool side of the WDM parameter
space considered here. In the laboratory, intense laser-solid
interactions �5� and pulsed power experiments �6� readily
form WDM conditions. Understanding the physical proper-
ties of such matter is also important for inertial confinement
fusion modeling and interpretation. In particular, WDM
physics is relevant for fast ignition schemes �7�.

Here, I focus on the low-frequency portion of the XRTS
spectrum. Because this regime probes ion dynamical proper-
ties, it is rich in the physics of strong coupling, including the
collective properties of viscous hydrodynamics �8�; for mod-
eling purposes, we wish to know the limitations of applying
hydrodynamics to strongly coupled systems such as WDM.
Moreover, beyond measuring basic quantities, such as tem-
perature, density, and effective ionization level, we wish to
use XRTS to measure ionic transport properties.

I begin by providing a definition of warm dense matter
that allows us to delineate temperature-density regimes of
interest. Then, a review of the XRTS cross section is given,
to recall how ion dynamics enters the measured spectrum.
The reduction of WDM to an effective dressed-particle de-
scription is considered, with special attention given to vari-
ous approximations associated with such a description. Dif-
ferent models are given for the WDM static structure factor,
including useful analytic forms on both sides of the Kirk-
wood line. A comparison with liquid metal �Al� data is made.
The focus then turns to models of the ion-ion dynamic struc-
ture factor �ii-DSF�. The models fall into two classes:
plasmon-pole-type models that are constructed to satisfy
various sum rules, which incorporate constraints imposed by
strong coupling, and generalized hydrodynamics models that
incorporate viscous damping. Because of the importance to
intense laser-solid experiments, which may not be in thermal
equilibrium �9�, all models are formulated as two-
temperature models. Finally, I conclude with a discussion of*murillo@lanl.gov
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several open issues that could form the basis of future re-
search.

II. WARM DENSE MATTER REGIMES

WDM is an ill defined form of matter that can loosely be
defined as matter between the traditional hot plasma phase
and the cold solid phase. To date, most research has focused
on the cool side of this broad regime, including research in
astrophysics �10�, in nonequilibrium materials science �11�,
and on warm solids �12�, due to the difficulty of generating
WDM with higher energy densities. In many cases, the mat-
ter produced resembles a liquid metal at elevated tempera-
tures. Here, a portion of the WDM regime that lies above
these experiments in temperature is treated. There are several
reasons for treating “warmer” WDM. First, future experi-
ments based on much larger drivers, such as those at the
National Ignition Facility, will be capable of generating mat-
ter throughout an enormous temperature regime. Second, the
regime to be considered here is one for which the two most
important dimensionless parameters are simultaneously of
order unity, making the theoretical treatment considerably
more difficult; this difficulty is an important issue for con-
structing wide ranging equations of state. Third, and related
to the second point, the matter treated here has thermal ex-
citation of the atomic core, making the theoretical treatment
considerably more difficult than that for WDM at lower tem-
peratures. For all of these reasons, the next few sections are
devoted to treating these issues in general, before turning to
the main topic of low-frequency XRTS.

WDM is here defined as matter with both ��1 and
�ee�1. Such WDM is thus matter that is not amenable to
purely classical descriptions or ground state quantum de-
scriptions. Furthermore, WDM is not easily treatable by per-
turbation expansions in the coupling parameter or by disor-
dered lattice models �13�. Most equation of state methods,
for example, interpolate through this regime �14�. An impor-
tant feature of this regime of WDM is partial ionization, due
to both temperature and pressure ionization, which is chal-

lenging to treat using most theoretical and computational
methods; this feature distinguishes WDM from liquid metals,
which are treatable by �electronic� ground state methods.

It is important to note that we have taken the coupling
parameter to be that of the electron-electron interaction. Not
only does this imply nontrivial electron physics, it also im-
plies that the electron-ion and ion-ion interactions are
moderate to large. Quantitatively, then, where does this
WDM regime lie? Defining a symmetrization function
S�x�=2 / �x+x−1� that peaks when the argument is unity, we
can define a “WDM parameter” W by

W�T,�� = S��ee�S��� , �3�

which peaks when �ee=�=1. To relate the variables on ei-
ther side of the equation, the ionization state is needed, and
here a finite-temperature Thomas-Fermi model is used to ob-
tain the connection between �T ,�� and �� ,�ee�. �More will
be said about the Thomas-Fermi model in Sec. IV C.� Con-
tour plots of W are shown in Fig. 1 for Be and Al. This
regime of WDM tends to occur at slightly expanded densi-
ties, relative to those of a normal solid, and tends to occur at
temperatures between a few and several tens of electron
volts. The ionization states of Be and Al are shown in Fig. 2.
Comparing with Fig. 1, we see that indeed this WDM regime
corresponds to the regime where ionization, i.e., important,
finite-temperature atomic physics, is beginning to be impor-
tant, again reinforcing the notion that ground-state methods
are not applicable to this WDM. In Fig. 3 the ion-ion Cou-
lomb couplings, defined in the usual way as �ii
= �Z�2e2 / �aiTi�, are shown versus temperature and density.
�Here, ai= �3 /4�ni�1/3 is the usual ion-sphere radius.� Be-
cause of the state-dependent ionization level �Z�, the con-
tours of constant coupling differ greatly between different
elements. Interestingly, the couplings are not particularly
large, which implies that some regimes of WDM may lie
below the Kirkwood line, a subject that will be discussed in
detail in Sec. IV E.

It is important to remember that the WDM definition
given here is not unique. Often, other definitions are used for

(b)(a)

FIG. 1. �Color online� The W parameter is shown for Be �left panel� and Al �right panel� over wide ranges of temperature and density.
The contours are at levels of W=0.1,0.3,0.5,0.7,0.9. Note that the WDM regime captures the center of the phase diagram, away from
regions where simplifying assumptions can be made. Also, note that the WDM regime is shifted to slightly higher densities and lower
temperatures for higher-Z elements.
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highly excited condensed matter systems �11� that, while still
completely degenerate ���1�, experience bond breaking
that differentiates them from the solid state. Such cooler sys-
tems will not be considered here.

III. XRTS CROSS SECTION

The XRTS cross section is usually written as

d2�

d�d�
= �TSee�k,�� , �4�

where �T is the Thomson cross section and See�k ,�� is the
electron-electron dynamic structure factor �ee-DSF� for all of
the electrons. Here, k=4� sin�	 /2� /
0 is the wave vector in
terms of the scattering angle 	 and probe wavelength 
0, and
�= �E0−E1� /� is the frequency in terms of the scattered pho-
ton energy E1. It is now routine to follow Chihara �15� and
write the ee-DSF as the sum of terms

See�k,�� = ZfSee
0 �k,�� + Zb	 d��Ss�k,���Sce�k,� − ���

+ 
f�k� + q�k�
2S�k,�� . �5�

Here, the first term describes free electron density fluctua-
tions in the presence of a uniform ionic background, and is
the term that has received the most attention so far. The
second term describes electron-ion coupling contributions
that arise from the presence of bound states; note that this
term scales as Zb, the number of bound electrons. The DSFs
in this term describe the ion self motion �Ss�k ,��� and the
response of the core electrons �Sce�k ,���. Finally, the third
term describes electron density fluctuations driven by the
underlying ionic motions, and is therefore proportional to the
ion-ion dynamic structure factor S�k ,��, which is the focus
of the present work. The form factors for free and bound
electrons that screen the ions are included as f�k� and q�k�.
Often, the ii-DSF is approximated by its frequency integral

(b)(a)

FIG. 2. �Color online� The ionization states of Be �left panel� and Al �right panel� are shown versus temperature and density, as computed
with a finite-temperature Thomas-Fermi model. The contours are at ionization states of �Z�=1.0,2.0,3.0 for Be and �Z�=1.0,3.0,5.0 for Al.
Comparing with Fig. 1, we see that WDM corresponds to matter in which ionization is moderate, thus highlighting the importance of
finite-temperature atomic physics. More interestingly, note that WDM occurs along the “knees” of the iso-ionization curves, where tem-
perature and pressure ionization have about equal contributions.

(b)(a)

FIG. 3. �Color online� The ion-ion Coulomb coupling parameters for Be �left panel� and Al �right panel�. The contours are at levels
�=3.0,5.0,10.0. Note that the level of ionic coupling varies from element to element in the WDM regime; here, in the centers of their
respective WDM regimes, Al ions are more strongly coupled than Be ions.
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�16,17�, the static structure factor S�k�, which contains far
less information. This case will be considered first, in Sec.
IV, before turning to dynamics in Sec. V.

IV. DIFFRACTION ONLY

Because of the relatively large ion mass, the simplest
form for the ii-DSF can be written as

S�0��k,�� = 2�A�0��k����� , �6�

where the coefficient A�0��k� is generally unknown, with the
superscript 0 denoting the simplest possible model. Typi-
cally, A�0��k� is determined by the sum rule

S�k� = 	
−



 d�

2�
S�k,�� , �7�

which introduces the static structure factor, viz.

S�0��k,�� = 2�S�k����� . �8�

Using such a sum rule approach, the form �8� is unique,
because all other sum rules applied to Eq. �6� vanish identi-
cally because they involve finite-frequency moments. In this
model, the only unknown is the structure factor, and it cor-
responds to an energy-unresolved measurement �diffraction�.
Fitting a measurement of S�k� to an accurate model can re-
veal properties of the WDM, or, if the data are well con-
strained, can challenge our theoretical models.

A. Reduction to dressed particles

Computing the ion-ion structure factor S�k� in WDM can
be greatly facilitated if we can replace the electron-nucleus
fluid with an effective, classical system amenable to either
integral equation methods, classical Monte Carlo, or classical
molecular dynamics. Here, an effective dressed-particle de-
scription for WDM is derived both because of the utility of a
reduced model and to uncover potentially questionable ap-
proximations that may limit the applicability of such an ap-
proach to WDM.

WDM is a fluid composed of nuclei and electrons, which
are, respectively, classical and quantal. For such a system,
the quantum Ornstein-Zernike equations �QOZE� are given
by

hNN�k� = cNN�k� + nNcNN�k�hNN�k� + necNe�k�heN�k� ,

heN�k� = −
�ee

�0��k�
�ne

�cNe�k� + nNceN�k�hNN�k� + necee�k�heN�k�� ,

�ee�k� = �ee
�0��k��1 − �−1cee�k��ee�k� + nNnehNe�k�cNe�k�� ,

�9�

where N and e denote the nuclei and the electrons, respec-
tively, and �=1 /T is the inverse temperature. Details of the
QOZE are given in Appendix A. The exact density-density
response function for the electrons is given by �ee�k�, and the
Lindhard response is given by �ee

�0��k�. A useful result, using
SNN�k��1+nNhNN�k�,

heN�k�
SNN�k�

= −
ceN�k�
�ne

�ee
�0��k�

1 + �−1cee�k��ee
�0��k�

� −
ceN�k�
�ne

�̃ee�k� , �10�

results from rearranging the second equation. In the second
line, the homogeneous electron gas response function �̃ee�k�
has been defined; this is not an exact relation because cee�k�
is the electron-electron direct correlation function in the pres-
ence of the ions, whereas the ionic contribution is assumed to
be negligible in the second line of Eq. �10�. In general, given
a suitable quantal closure relation, these equations are quite
difficult to solve; the most difficult aspect is obtaining the
electronic structure of bound and free states �18�.

If the WDM system can be reduced to a dressed-particle
system, then we can write

g�r� = exp�− �u�r� + h�r� − c�r� + B�r�� �11�

for the ions. Since the ions are in the same locations as the
nuclei, we have g�r�=gNN�r�; the closure relation for the nu-
clei is

gNN�r� = exp�− �uNN�r� + hNN�r� − cNN�r� + BNN�r�� .

�12�

Using the QOZE �Eq. �9��, these expressions yield the rela-
tion �now in Fourier space�

u�k� = uNN�k� − �−1�BNN�k� − B�k�� − ne�
−1hNe�k�cNe�k�

SNN�k�
�13�

between the physics of the electron-nuclei fluid and the
dressed interaction. The bridge functions are expected to be
small in WDM and will subsequently be dropped. So far, the
manipulations have been purely formal and no approxima-
tions have been made; without performing an electronic
structure calculation �18�, it is difficult to proceed.

In order to make progress, we now make the transition
from the physical picture to the chemical picture by taking
the nuclear variables to be ionic variables that gather to-
gether the nuclei and their bound states. The separation of
bound and free electrons will be discussed in more detail
below. In addition to this approximation, we assume that
WDM behaves in a manner similar to liquid metals in that
the effective interaction between free electrons and compos-
ite ions is weak �19�. The three approximations �including
dropping the bridge functions� allow us to write Eq. �13� as

u�k� = uii�k� − ne�
−1hie�k�cie�k�

Sii�k�
. �14�

We are now in a position to use the result �10�, as extended
to the chemical picture, to obtain
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u�k� = uii�k� + �−2�̃ee�k�cie
2 �k�

� uii�k� + �̃ee�k�uie
2 �k�

� uii�k��1 + uee�k��̃ee�k��

�
uii�k�
�̃ee�k�

. �15�

In the first step, the direct correlation function is expressed in
terms of the potential, which is consistent with the assump-
tion of weak electron-ion coupling �19�. In the second step, it
is assumed that the interactions are mainly of the Coulomb
form, such that uei

2 �k��uee�k�uii�k�; this is not strictly con-
sistent with the assumption that uei�k� is weak and should be
represented by a pseudopotential, an issue that will be dis-
cussed in more detail in Sec. IV B. Finally, the response
function is cast in terms of the dielectric function �ee�k�,
revealing that these approximations are consistent with a
screened ion-ion potential.

Before proceeding, it is worth itemizing all of the ap-
proximations that were required in order to obtain Eq. �15�.
The first and perhaps the most drastic approximation is that
we moved from the physical picture to the chemical picture,
which avoids a detailed numerical procedure �18�. Next,
based on results known from liquid metal conditions �19�,
the assumption of a weak electron-ion interaction was made,
which allowed us make the replacement cei�k�→uei�k�. Note
that the remaining direct correlation functions assume their
exact forms, with the exception that cee�k� is taken to be that
of the homogenous electron gas in �̃ee�k�. Finally, it was
assumed that the interactions were roughly of the Coulomb
form, which allowed the introduction of the dielectric func-
tion. All of these approximations are expected to be reason-
able, but little is known about the quantitative errors that
have been incurred. With this caveat, in what follows, it will
be assumed that the ionic portion of WDM can be replaced
with a suitable screened interaction.

B. WDM as a Yukawa system

Computing the structure factor S�k� is a straightforward
matter using standard integral equation methods. The sim-
plest method is to assume that the ion-ion interaction poten-
tial u�r� is known, and solve for the radial distribution func-
tion using the exact equations

g�r� = exp�− �u�r� + h�r� − c�r� + B�r�� ,

h�r� = g�r� − 1,

h�k� =
c�k�

1 − nc�k�
. �16�

In addition to knowledge of the interaction potential, one
must also specify the bridge function; neglecting this contri-
bution, which is the hypernetted chain approximation, will
still yield reasonable results for most WDM systems.

Alternatively, we can choose to model the WDM ion-ion
interaction potential in terms of a form for which B�r� is
known. Here, we will assume that the ion-ion interaction is

of the Yukawa form, which is reasonable for screened Cou-
lomb systems, and for which a very accurate bridge function
has been fit to molecular dynamics results �20�.

The Yukawa interaction can be written as

u�r� =
a

r
e−br, �17�

where a and b are parameters that can be fit to experimental
data using the relation

S�k� = 1 + n	 d3r�g�r� − 1�e−ik·r. �18�

Then, given a mapping between a and b to basic quantities,
which can be determined using some other method, these
parameters serve as diagnostics. The total ionic energy may
be known from an equation of state or other simulation
method, which will constrain the thermodynamic dependen-
cies of the parameters �21�. Once such a mapping has been
accomplished, we can then exploit the known features of the
reference system. The weakness of this approach is that it
there may not be a unique mapping; for example, the total
energy is an integral relation that permits a range of possible
parameters. At a minimum, this methodology serves to de-
fine the effective coupling, through a, and the effective
screening, through b, of the WDM as a Yukawa system.
Then, many known properties of Yukawa systems, such as
the equation of state �22�, ionic diffusion �22�, viscosity �8�,
and ionic thermal conductivity �22�, can be approximately
applied to the WDM.

C. Finite temperature Thomas-Fermi: separating bound
from free states

In the present work, in particular in the steps around Eq.
�15�, the chemical picture is used, which allows the WDM
structure problem to be broken into two steps. The first step
involves finding a reasonable separation of bound and free
states, and the second step involves assuming that the re-
maining steps �e.g., describing the screening� can employ
linear approximations. In this subsection, the former step is
discussed in detail.

Because WDM occurs at temperatures near or above the
ionization energy, and because the density is high enough
that pressure ionization contributes, the construction of a
chemical picture model must include finite-temperature
atomic physics at finite density. The simplest model for
WDM is the cell model in which a nucleus is placed at the
center of a spherical cell with a radius determined by the
average volume occupied by that ion; typically, this is taken
to be the ion-sphere radius ai. The electronic structure is then
computed inside the cell using an appropriate electronic
structure theory. What is important is that all electrons
�bound and free� are treated self-consistently in their interac-
tions, their temperature, and their density. Here, the elec-
tronic structure is obtained using the finite-temperature
Thomas-Fermi �FTTF� model. The Thomas-Fermi model, al-
though not the most accurate model, tends to yield very ac-
curate results at higher temperature, as considered here, at
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higher density, and/or for heavier elements �23,24�.
The FTTF begins with the Poisson equation

−
1

4�
�2U�r� = − 2e	 d3p

�2���3
1 + exp��
 p2

2m

+ U�r� − ����−1

+ Ze��r� , �19�

which is a Poisson equation for the electron potential energy
U�r�; the chemical potential � is obtained by enforcing
charge neutrality in the cell. Note that this equation is a
nonlinear equation in the potential energy U�r�, which is
treated here numerically to all orders. The main approxima-
tion made in Eq. �19� is that the kinetic energy contribution
is taken to be that of a uniform Fermi gas. Once a solution
has been obtained, the bound and free states can be separated
from the resulting electron density. Unfortunately, the ioniza-
tion state of WDM is not a well defined quantity. Typically,
the ionization state is defined via the relation

4�

3
ai

3ne�ai� = �Z� , �20�

which assumes that the electrons at the edge of the ion-
sphere cell are the free electrons. However, one can also
define the free electrons to be those with positive energy,
which leads to the alternate definition

Z� =
1

�2�3	 d3r	
�−2mU�r�




dpp2

�
1 + exp��
 p2

2m
+ U�r� − ����−1

. �21�

Because the potential can be taken to vanish at the edge of
the cell �U�ai�=0�, we have Z�� �Z�. In constructing a
chemical picture model, it is not clear which prescription is
the more valid one; therefore, we will employ both and in-
terpret the results as an uncertainty in the model. A compari-
son for Be is given in Fig. 4 �25�.

If a simple Yukawa-like model is used, rather than a more
precise screening function �15�, the FTTF screening length is
needed, which is given by


TF = �8�e2�I1/2� ����
�3 �−1/2

� kTF
−1 � � 4�e2ne�

�1 + �2

3
�EF�2�

−1/2

,

�22�

where �=�2��2� /m is the thermal deBroglie wavelength,
I1/2�x� is a Fermi integral, and the prime denotes differentia-
tion with respect to the argument. An interpolation form is
given in the third line, which is written in terms of the Fermi
energy EF=�2�3�2ne�2/3 /2m. With these forms we can write
the Yukawa potential as

uY�r� =
Z̄2e2

r
e−r/
TF, �23�

where Z̄ is either �Z� or Z�, and ne is the corresponding free
electron density.

(b)(a)

FIG. 4. �Color online� The predicted ionization state of Be is shown versus temperature for �=1.69 g /cm3 �liquid density� using the two
definitions of ionization discussed in the text. The upper �blue� curve corresponds to the definition Z�, whereas the lower �green� curve
corresponds to �Z�. Also in the left panel, the thin blue lines with squares correspond to results obtained from a fully quantum mechanical
calculation using the Z� definition of the ionization state. The upper�diamonds�/lower�squares� thin blue curves neglect/include exchange
correlation contributions, so that the relative effects of orbitals and exchange correlation can be disentangled. Note that there is good
agreement between the fully quantal results and the TF model over a wide range of temperatures, indicating the reasonable efficacy of TF
models for describing WDM. The right panel shows Pbound�r�=4�r2nbound�r� �arb. units� for Be at temperatures T=1 eV �upper, purple� and
T=20 eV �lower, cyan�, which shows how the bound density varies with increasing temperature and, therefore, ionization state.
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This section is concluded with a brief discussion of the
merits of using the TF model for WDM, as defined here, or
for other regimes of WDM. As the most important limitation
of TF is the lack of orbitals, points are added to Fig. 4 from
an orbital-based approach �26�, but otherwise using the same
approximations and using the Z� definition; this result is
shown as a thin blue line with diamonds. Clearly, the TF
model captures the bulk of the physics across a wide range of
temperatures. The major limitation is seen to be that TF
strips the He-like core at too low of a temperature. The next
most important limitation of TF is the lack of an exchange-
correlation potential, and the orbital-based approach with ex-
change correlation is also shown as a thin blue line with
squares; it is seen that this contribution is small. As Be is
expected to challenge TF, we can conclude that the errors
shown here are likely an upper bound, with heavier elements
and higher densities having improved agreement. �Lower
densities and/or lighter elements can be expected to be less
well described by TF.� It remains to be seen whether gradient
�“Weiszacker”� corrections and exchange-correlation
�“Dirac”� corrections to such orbital-free density functional
theories greatly extend its range of validity across a wide
regime of WDM, although this may be the case �23,27�.
Most importantly, these results show that the larger issue is
the definition of the ionization—�Z� versus Z�—not the
method used to compute it �24�.

D. Comparison with experimental data

It is necessary to justify the Yukawa model further, be-
cause of its various approximations. In general this is diffi-
cult to do because of the lack of theoretical and experimental
results in the WDM regime. One can, however, compare pre-
dictions of this model to the very closely related system of
liquid metals, which provides a fairly stringent test; such
comparisons have been useful in other contexts �8�. Consider
liquid Al �l-Al� just above the melting point. In this case, the

ionization level is known to be Z̄=3 �the FTTF model is not
used here� and the free �valence� electrons are fully degen-
erate, so we can use the �→
 limiting form of Eq. �22�; the
l-Al Yukawa model is completely specified. The liquid
density is �=2.27 g /cm3, which corresponds to ion and
electron number densities of n=5.03�1022 cm−3 and
ne=1.51�1023 cm−3, respectively. In this regime, the
screening parameter is fixed at about �=3.37, whereas the
coupling parameter depends on the ion temperature. Figure 5
compares the structure factor from such a Yukawa model
with experimental data �28�. Although the agreement is not
perfect, the Yukawa model captures most of the features ex-
tremely well. What is not known is how such a result
changes at the higher temperatures of WDM, although one
would expect that the Yukawa model becomes even more
accurate at high enough temperature.

E. Analytic structure factors and the Kirkwood line

Analytic structure factors are useful for obtaining rapid
estimates that do not require sophisticated coding, and they
provide some insight into the structure in those cases where

the correct answer is known. When constructing analytic
structure factors, it is useful to separate the problem into two
pieces. For strongly coupled Coulomb systems, the
asymptotic decay of the radial distribution function g�r� is
monotonic for small couplings and is damped oscillatory for
larger couplings; these regimes can loosely be thought of as
gaslike and liquidlike “phases” of the Coulomb system, al-
though there is not a true critical point for purely repulsive
Coulomb systems. The line in the phase diagram that sepa-
rates the two behaviors is known as the Kirkwood line �KL�.
In practice, it is difficult to find an analytic structure factor
that captures behavior on both sides of this line; and, in view
of the WDM couplings shown in Fig. 3, it is necessary to
find the location of the KL for WDM.

Again, I take advantage of the fact that WDM is approxi-
mately a Yukawa system, for which the KL is known �29�. A
fit to the numerical data yields

�K��� = 1.21e�/3.7. �24�

Interestingly, the KL does not parallel the melting line. In
Fig. 6 the Coulomb couplings are shown versus temperature
and density, just as they were in Fig. 3. Here, however, the
value of the coupling is increased by 1/2 if the coupling is
above �K, and is decreased by 1/2 if the coupling is below
�K, in order to produce a discontinuity in the plot at �K���.
In the WDM regime, as defined by the W parameter, Al is
expected to have a much more liquidlike structure than Be,
although both are largely liquidlike when W�1.

Below the KL, the structure factor can be approximated
by

FIG. 5. �Color online� The Yukawa structure factor, using the
HNCB method, for Al at just above the melting point
��=2.27 g /cm−3 and T=0.114 eV� is shown as a solid green line
with no symbols. The purple curve with diamonds is the experimen-
tally measured result.
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S�k� =
k2 + kTF

2 �1 − Gee�0��
k2 + kTF

2 �1 − Gee�0�� + kDi
2 �1 − Gii�k��

, �25�

which is derived in Appendix A. If the electrons are weakly
coupled, Gee�0� can be neglected. An approximate Gii�k� is
given by �30�

Gii�k� =
k2

k2 + 4/ai
2 , �26�

where ai is the ion-sphere radius; this form steepens S�k�
when k is of order the inverse interparticle spacing.

Above the KL, we use the fact that the structure factor is
known analytically for the hard sphere system in the Percus-
Yevick approximation. We begin by relating the structure
factor to the direct correlation function �DCF� c�r� as in Eq.
�16�; then, the DCF can be written as �31�

c�k� = − 24
�

n
	

0

1

dss2sin�qs�8��1/3�
qs�8��1/3 ����� + ����s + ����s2� ,

�27�

where

���� =
�1 + 2��2

�1 − ��4 , �28�

���� = − 6�
�1 + �/2�2

�1 − ��4 , �29�

���� =
��1 + 2��2

2�1 − ��4 . �30�

The packing fraction � is given in terms of the HS diameter
� as �=�n�3 /6.

Because of the focus here on Yukawa systems as a model
for WDM, we can use the analytic structure factor if we can
find a mapping between the HS system and the Yukawa sys-
tem. This has been done using the Gibbs-Bogolyubov in-
equality �32�, and the result, repeated here for completeness,
is

� = a��� +
b���ln���

1 + c���ln���
, �31�

a��� = 0.0255 − 0.0683� + 0.0267�2 − 0.003�3, �32�

b��� = 0.107 exp�− 0.143� − 0.105�2� �33�

c��� = − 0.116 + 0.134 exp�− 0.19� − 0.184�2� . �34�

Once the WDM parameters � and � are obtained, using
methods similar to those of the previous subsection, these
formulas yield a simple, analytic form for the WDM struc-
ture factor, which may be used for rapid calculations of
WDM structure. It is, however, useful to calibrate the accu-
racy of the form, since it relies on a mapping between HS
and Yukawa systems and employs an approximation in the
HS system. In Fig. 7, structure factors are shown for the full
HNCB model, as compared with the analytical model. Al-
though there is clearly some disagreement, the analytic
model is within �15% of the HNCB method. Two cases are
shown, with the more strongly coupled case given by
�=50 and �=1, and the more weakly coupled case given by
�=10 and �=1. As the reason for the discrepancy may be
that the Yukawa system is not well modeled by a HS system,
the strongly screened case of �=50 and �=3, which lies near
the transition of HS behavior of the Yukawa system �33�, is
shown in Fig. 8, and the agreement is indeed improved.
Moreover, recall that l-Al has �=3.37, which suggests that
the analytical model presented here should be fairly accurate
for strongly screened Yukawa systems, which in turn appear
to accurately describe liquid metal data, as shown above. In
comparison with a previous analytical model �34�, the
present model introduces the ionization level explicity
through either Eqs. �20� or �21�, and includes screening in a
nonperturbative manner. Of course, when an HNCB calcula-
tion is available, that method should be used for comparison
with experimental data.

V. DYNAMICS

Although current experiments are primarily focused on
physics associated with the electrons and the diffraction due

(a) (b)

FIG. 6. �Color online� The Kirkwood lines for Be �left panel� and Al �right panel� are shown versus temperature and density. The figures
show modified ion-ion Coulomb couplings with 1/2 added if the material is above the Kirkwood line and −1 /2 added if it is below. Thus,
the discontinuity in intensity/color is the boundary between monotonic and oscillatory decay of the pair correlation functions. Note that the
location of the Kirkwood line is quite different for the different materials.
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to the ions, as discussed in detail above, the dynamics of the
ions represents a greater theoretical challenge and could re-
veal information about collective modes, hydrodynamic be-
havior, and transport coefficients. In this section, models for
the ion dynamics in WDM are considered, with the goals of
giving predictions of wave dispersions, treating wave damp-
ing, possibly measuring the WDM viscosity, and to explore

the limitations of hydrodynamics descriptions of WDM.

A. Plasmon pole models

In this subsection, so-called “plasmon-pole” models will
be considered. In these models, the dynamics are assumed to
peak over narrow enough frequency intervals that the ii-DSF
is expressible in terms of delta functions. Thus, in general,
the full spectrum is not obtainable, but ion acoustic wave
�IAW� dispersion relations are. Two models will be discussed
here that serve to reveal some important issues associated
with IAWs in WDM.

The simplest model of the ii-DSF is given by

S�1��k,�� = �B�1��k���� � C�1��k�� , �35�

where the unknown coefficients B�1��k� and C�1��k� can be
determined by enforcing exact sum rules. This expression
should be compared with Eq. �6�. Unfortunately, the result is
not unique because there are infinitely many pairs of sum
rules that can be used. If we use Eq. �7� with the f-sum rule

F�k� = 	
−



 d�

2�
�2S�k,�� =

k2

�M
, �36�

the dispersion relation of the IAW is

C�1��k� =� k2

�MS�k�
, �37�

which has been obtained previously �34�. This result reveals
that the dynamics of the IAW are largely describable using
any of the techniques described above for obtaining S�k�. For
example, using Eq. �25� in the long-wavelength limit, the
IAW dispersion relation is

��k� = vthk�kTF
2 �1 − Gee�0�� + kDi

2 �1 − Gii�0��
kTF

2 �1 − Gee�0��
, �38�

where the ion thermal velocity vth
2 =1 /�M has been defined.

The IAW dispersion relation clearly contains a wealth of
information about the state of the WDM. However, beyond
the issue that an arbitrary choice of sum rules has been made
to obtain this result, the form �35� itself is also not unique.
Generalizing Eq. �35�, we can include the possibility of a
low-frequency diffusional mode, and write

S�2��k,�� = 2�A�2��k����� + �B�2��k���� � C�2��k�� .

�39�

This form includes three unknowns that can be determined
by using the previous sum rules and

I�k� =	 d�

2�
�4S�k,��

=
3k4

�M
+

k2n

�M2	 d3rg�r��1 − cos�kz��
�2u�r�

�z2 . �40�

Note that, in writing Eq. �40�, an effective pair potential u�r�
between ions, such as Eq. �23�, is assumed. This model
yields the relations

FIG. 7. �Color online� Comparison of the analytic structure fac-
tor with the hypernetted chain plus bridge result for two cases. The
lower, more weakly coupled cases have �=10 and �=1 �blue
curves�, whereas the upper, more strongly coupled cases have
�=50 and �=1 �green curves�. The solid �no symbols� lines are
HNCB results, and the lines with open circles are from the analyti-
cal model. In general, the analytical model tends to slightly overes-
timate the peak heights. This reveals the extent to which an effec-
tive coupling parameter model is useful.

FIG. 8. �Color online� Comparison of the analytic structure fac-
tor with HNCB results �blue line with no symbols�, as in the pre-
vious figure, but for the case �=50 and �=3. In this case, the actual
system is closer to a real HS system �red line with circles�, and the
resulting agreement is improved. Thus, for strongly screened
WDM, most of the ionic structure can be accounted for by simple
HS repulsion; the remainder is due to details of the electronic
structure.
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A�2��k� =
S�k�I�k� − F2�k�

I�k�
,

B�2��k� =
F2�k�
I�k�

,

C�2��k� =� I�k�
F�k�

. �41�

Note that the higher-order sum rules modify the strength of
the diffusive mode near ��0 relative to the model given by
Eq. �8�. More importantly, the collective mode at frequency
��k�=C�2��k� has changed considerably relative to C�1��k� in
Eq. �37�.

It is worth noting that the result �41� differs from the
result obtained by Gregori et al. �34�. The discrepancy can be
traced to their use of a form similar to Eq. �35�, which ne-
glects the diffusive mode �A�k�=0�. By neglecting this con-
tribution, their model is subject to the particular choice of
sum rules used, since only two sum rules are required; that
is, they employed Eqs. �7� and �36�, whereas they could have
equally well used Eqs. �36� and �40�. In the model presented
here, three sum rules are employed simultaneously, and we
find that the collective mode is determined predominantly by
Eq. �40� rather than by Eq. �7�. In fact, the result obtained
here is essentially a generalization of the so-called quasilo-
calized charge approximation �35�, as applied to WDM,
which works very well for strongly coupled Coulomb sys-
tems. This point raises the important issue that, in fact, there
are infinitely many sum rules that are not used here. In prin-
ciple, if we employed higher-order sum rules, we could also
include damping of the modes by broadening the delta func-
tions in Eq. �39�. Unfortunately, the remaining sum rules
depend on quantities more complicated �36� than the radial
distribution function g�r�, and are difficult to use in practice.
Another limitation of the plasmon-pole method is that it does
not yield the full spectrum. For this reason, the most com-
mon approach to computing DSFs is to employ the
fluctuation-dissipation theorem �FDT� to relate the DSF to
the relevant response function�s�. In the FDT approach, one
begins with the random phase approximation �RPA� and adds
dynamic local field corrections to include non-RPA physics
such as collisions �37�. Here, we take the different approach
of using generalized hydrodynamics �GH�, which begins
with a very different starting point.

B. Generalized hydrodynamics approaches: Wave damping

In the GH approach, one begins with the hydrodynamic
equations as a starting point and adds corrections that incor-
porate important constraints; the GH method has the advan-
tage that the beyond-RPA contributions of viscous damping
and of the exact compressibility appear even in the simplest
description. Recently, the GH approach has been applied to
XRTS in WDM �8�. Here, we extend that work to interpret
the plasmon pole models and to include corrections that sat-
isfy an additional sum rule.

To illustrate the GH method, we begin with the �linear-
ized� Navier-Stokes �NS� equation for the ion current, which
reads

nM
�j�r,t�

�t
= − �P�r,t� + ��2j�r,t� + ��/3 + �� � � · j�r,t� ,

�42�

where M is the ion mass, � is the shear viscosity, � is the
bulk viscosity, and P is the pressure. From the longitudinal
part of this we can find the NS ii-DSF, which takes the form

SNS�k,�� =
2vth

2 k4�l

��2 −
k2

nM�T
�2

+ ���lk
2�2

. �43�

Details of the GH method, showing the connection between
Eqs. �42� and �43�, are given in Appendix B. Note that, for-
mally, the “exact” compressibility �T and longitudinal kine-
matic viscosity �l= � 4

3�+�� / �nM� already appear at this
level. If we have methods to compute these quantities, and
we restrict ourselves to the hydrodynamic regime �long
wavelengths and low frequencies�, Eq. �43� would give a
good description of WDM ion dynamics that includes strong
coupling through both �T and �l, and collisional damping
through �l. Conversely, this form could be fit to experimental
data to extract �T and �l.

The dispersion of IAW in the NS approximation is

�NS�k� =� k2

nM�T
−

�l
2k4

2
, �44�

which includes a shift in the location of the resonance to
wave damping. Away from the resonance, at very high fre-
quency, the NS equation predicts asymptotic decay of �−4,
suggesting that the sum rule �7� can be applied. This yields a
modifed NS �MNS� ii-DSF of the form

SMNS�k,�� =
2vth

2 k4�l

��2 −
k2

�MS�k�
�2

+ ���lk
2�2

�45�

�MNS�k� =� k2

�MS�k�
−

�l
2k4

2
. �46�

The k dependence is now changed at shorter wavelengths,
away from the hydrodynamic limit. Note that this result is
consistent with limk→0 S�k�=nT�T, where �T=n−1�n /�P. In-
terestingly, Eq. �45� implies that higher-order spatial deriva-
tives should appear in Eq. �42�; thus, Eq. �45� generalizes
Eq. �42� to shorter length scales. Moreover, Eq. �46� de-
scribes IAWs with the same basic dispersion as Eq. �37�, but
with a collisional shift, which would otherwise have been
been very difficult to obtain using the plasmon-pole method.
The result �46� shows that Eq. �37� corresponds to the hy-
drodynamic limit, as generalized to all length scales. That is,
both Eqs. �37� and �46� are low-frequency results, in contrast
to Eq. �41� which is a high-frequency result. Because of the
asymptotic decay of SMNS�k ,��, higher-order sum rules are
divergent and, therefore, inconsistent with Eq. �41�. The ul-
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timate source of this discrepancy is that the NS equation only
contains a single time derivative. Because WDM is predicted
to have an IAW, the dispersion of the wave could potentially
probe both low, as described by Eq. �37�, and high, as de-
scribed by Eq. �41�, frequency regimes; this behavior is not
generally shared by the electrons, which tend to only probe
high-frequency �elasticlike� physics. Building upon the MNS
equation, we may extend Eq. �45� by considering more com-

plicated memory functions �36�. For example, the form �38�

S3�k,�� =
2�F�k���C�2��k��2 − F2�k�/S�k��

��2 − F�k�/S�k��2 + �����2 − C�2��k���2 �47�

satisfies all of the three sum rules considered so far, indepen-
dent of effective collision time �. Matching to the MNS form
at �=0 relates � to the viscosity, and we obtain

S3�k,�� =
2vth

2 k4�l

��2 − F�k�/S�k��2 + ���lk
2

�2 − �C�2��k��2

F�k�/S�k� − �C�2��k��2�2 , �48�

which now explicitly contains viscous damping, asymptoti-
cally decays as �−6, and contains information from the three
basic sum rules. The damping of IAWs has recently been
obtained using a sum rule approach �39� that uses a highly
approximate form for the damping rate. In contrast, the GH
method employed here circumvents this difficulty by relating
the damping to a well known quantity, the viscosity, that can
be computed very accurately using molecular dynamics.
Moreover, the present GH method suggests a method for an
experimental measurement of an important transport prop-
erty of WDM.

C. Dark resonance

It is clear that the asymptotic frequency behavior of the
ii-DSF is a very important factor in determining the validity
regime of a given theoretical model, and is something that
could potentially be measured experimentally. However,
there is an important modification to the high-frequency be-
havior in the XRTS signal that occurs because the x-rays
scatter by the electrons, and not the ions. To see this, con-
sider WDM for which the Compton contribution to Eq. �5� is
unimportant, such as fully ionized WDM. Then, the FDT
relates the ee-DSF to the full electron-electron response
function

�ee�k,�� = �−1�k,����e
�0��k,��

��1 − uii�k��i
�0��k,���1 − Gii�k,�����

��k,�� = �1 − uee�k��e
�0��k,���1 − Gee�k,����

��1 − uii�k��i
�0��k,���1 − Gii�k,���� − uei

2 �k��i
�0�

��k,���e
�0��k,���1 − Gei�k,���2. �49�

This form is the dynamical generalization of Eq. �A6�. In
obtaining the Chihara result �5�, one adds and subtracts the
electron jellium contribution

�ee
jell�k,�� = �e

�0��k,��/�1 − uee�e
�0��k,���1 − Gee�k,����

�50�

to obtain

�ee�k,�� = �ee
jell�k,�� + � �e

�0��k,��uei�k��1 − Gei�k,���
1 − uee�e

�0��k,���1 − Gee�k,����2

�
�i

�0��k,���1 − uee�k��e
�0��k,���1 − Gee�k,����

��k,��
.

�51�

The first term in Eq. �51� corresponds to the first term in Eq.
�5�, whereas the second term here corresponds to the final
term in Eq. �5�, provided that the factor in large square
brackets is taken to be real and frequency independent
�static�, which is reasonable since it multiplies the term
�i

�0��k ,��. The low-frequency spectrum would thus be deter-
mined by S�k ,��. However, such a result neglects the fact
that, in the original expression �49�, the numerator contains
an ion contribution that, when

1 − uii�k��i
�0��k,���1 − Gii�k,��� = 0, �52�

causes the numerator to vanish. Note that this is just the
condition for an ion plasma wave, which will always occur
just above the IAW. Thus, because the radiation scatters from
the electrons, the measured asymptotic form of the low-
frequency spectrum has such a modification. This is a “dark
resonance” because it produces a minimum, rather than a
maximum, at the resonance condition �40�. Note that the
dark resonance is missing from the Chihara formulation �5�
because of the way in which the jellium dynamics is sepa-
rated from terms that are treated at zero frequency. Such a
dark resonance could be used as a diagnostic, if it could be
seen, because of the specific form of the resonance deter-
mined by Eq. �52�.

VI. SUMMARY AND OUTLOOK

In summary, the low-frequency portion of the WDM
XRTS signal has been considered. WDM has been defined
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here in terms of the parameter W, which is useful for estab-
lishing regimes of matter for which the coupling and degen-
eracies are both of order unity. This definition was chosen
because it highlights the regime for which both theory and
experiment are particularly difficult. At normal density,
WDM tends to occur at temperatures near 10 eV, with W
largest at slightly lower temperatures and densities. A key
quantity in WDM is the ionization state, which strongly af-
fects the correlations at a given temperature and density. The
importance of finite-temperature, finite-density atomic phys-
ics has been emphasized in this context. Here, a simple
Thomas-Fermi model has been used that yields all-electron
density information �bound and free�, including the ioniza-
tion state, in an all-electron, self-consistent formulation.
However, it has been shown that the ionization state is am-
biguous in the WDM regime, and two definitions of the ion-
ization state have been discussed. Although corrections to
Thomas-Fermi �e.g., gradient corrections, exchange-
correlation potential� could also be included, the most impor-
tant improvement is likely to be in the inclusion of the struc-
ture factor directly in the electronic structure calculation
�27,41�.

The QOZE were then used to reduce the WDM problem
to an effective dressed-particle system amenable to classical
methods. Importantly, the sequence of approximations that
leads to such a description was noted, and further research is
warranted to understand the magnitude of error made in each
step. For example, it is currently not known if one can treat
the electron-ion interaction weakly, as is done with liquid
metals, because the conditions that lead to a weak interaction
may not be met in WDM. A discussion of the QOZE is given
in Appendix A, and several useful results are derived. Hav-
ing a dressed-particle model for WDM then led to a discus-
sion of the diffraction �frequency integrated� signal.

Here, based on the dressed-particle picture, a Yukawa
model was proposed, with the caveats just mentioned, that
has implicitly finite-temperature atomic physics, via the
FTTF model used to separate bound and free states, and a
finite-temperature and density screening length. Thus, de-
spite its potential inaccuracy, the Yukawa model applies
across wide ranges of material conditions. More importantly,
many useful results can be immediately obtained from pre-
vious studies of Yukawa systems, such as bridge functions,
viscosities, etc. The accuracy of this approach was validated
by comparison with liquid metal data, which represents an
extreme limit of the WDM regime, and very good agreement
was found. If the assumptions leading to the Yukawa model
are valid away from this regime, one expects that the Yukawa
model very accurately describes WDM. Here, the parameters
of the Yukawa model arise from the FTTF result and an
expression for the screening length. However, one can also
treat the Yukawa parameters as fitting parameters that can be
fit to, for example, the energy in a quantum molecular dy-
namics calculation; then, the effective Yukawa model so ob-
tained can be used to obtain all other dynamical quantities
from a classical molecular dynamics simulation.

The full dynamical spectrum S�k ,�� for the ions was then
addressed. Plasmon-pole approximations were discussions
and some ambiguities were revealed in the use of sum rules
to constrain the parameters. As there are only three sum rules

that are nontrivial �i.e., they do not involve correlation func-
tions beyond the two-particle level�, the best possible
plasmon-pole approximation is one that includes a zero fre-
quency diffusion mode and IAW peaks. This leads to a dis-
persion relation that differs from that of previous work, and
is similar to that obtained using the quasilocalized approxi-
mation that has been shown to be quite accurate for strongly
coupled systems in general. According to the definition given
here for WDM, however, WDM is only moderately coupled,
a situation that is potentially more interesting because diffu-
sion and damping can play a larger role. Thus, it is important
to develop models that go beyond the simple sum rule ap-
proach, and, here, a GH approach has been employed. GH
models have the distinct advantage that the full spectrum is
given even in their simplest form; details are given in Ap-
pendix B. Moreover, the main inputs are the compressibility
and viscosity, which include strong coupling and damping,
thereby placing a different emphasis on requirements for the
theory. The sum rules have also been shown to be useful, and
their use reveals the validity regime of the basic hydrody-
namics equations, which do not in general satisfy the sum
rules. Thus, the GH models allow us to explore the physics
of WDM hydrodynamics and its breakdown at finite length
and time scales. In the hydrodynamic limit, viscous damping
of the IAW mode may allow the WDM viscosity to be mea-
sured. An important issue for the future is quantum correc-
tions �42� to the classical S�k ,��, which will modify the
frequency spectrum at higher frequencies.

Many of the ideas presented here may impact future ex-
periments on facilities that have recently been constructed.
For example, the National Ignition Facility �NIF� �43� is now
operating, with the goal of achieving ignition by 2012. This
facility can easily probe the entire WDM regime, including
the higher temperature regimes considered in the present
work; a comprehensive experimental study that includes
measurements that span the cold solid to hot plasma regimes
will provide constraints on theoretical models, such as equa-
tions of state, that attempt to span that difficult regime. The
key to success, of course, is that detailed measurements of
temperatures and densities can be made of the matter under
study. Here, I have detailed the various approximations that
enter into various models �e.g., number of sum rules used,
weak coupling approximations, damping, etc.� that are used
to infer physical properties from low-frequency XRTS data.
By focusing on low frequencies, I have shown that the vis-
cosity of a strongly coupled plasma can be measured; the
viscosity plays an important role in the hydrodynamic evo-
lution of implosions, but has never been measured under
relevant conditions. Moreover, I have shown that a dark reso-
nance is possible, which suggests a method for measuring
the ionic plasmon mode directly in NIF targets. Such an
additional spectral feature provides further, independent di-
agnostic information.
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APPENDIX A: QUANTUM ORNSTEIN ZERNIKE
EQUATIONS

Most treatments of WDM structure begin with the classi-
cal structure equations and effective quantum potentials. As
it is not clear that such an approach is appropriate for WDM
�3�, the quantum mechanical forms for the structure equa-
tions are reviewed in this appendix. The analysis centers on
the quantum mechanical Orstein-Zernike equations �QOZE�,
which are shown to yield powerful results that do not rely on
effective potentials.

Classical strongly coupled mixtures of species i and j can
be described by the set of structure equations

hij�k� = cij�k� + �
l

nlcil�k�hlj�k� , �A1�

gij�r� = exp�− �uij�r� + hij�r� − cij�r� + Bij�r�� , �A2�

where hij�r�=gij�r�−1 are the pair correlation functions in
terms of the radial distribution functions gij�r�, cij�r� are the
direct correlation functions, the Bij�r� are the bridge func-
tions, and the nl are the average species densities. The struc-
ture factors are obtained via

Sij�k� = 1 + �ninj	 d3r�gij�r� − 1�e−ik·r �A3�

=1 + �ninjhij�k� . �A4�

As these equations are classical, they are not directly appli-
cable to warm dense matter �WDM�. Often, the pair interac-
tions uij�r� are modified to incorporate quantum corrections,
although recent research �3� suggests that such an approach
is quite limited for WDM due to issues with atomic physics
and partial degeneracy. However, for classical systems, the
structure factors are related to the density-density response
functions through

Sij�k� = −
T

�ninj

�ij�k� , �A5�

which suggests an alternate route.
The quantum mechanical response functions for a two-

component plasma are given formally as �44�

�11�k� = D−1�k��1
�0��k��1 − v22�k��2

�0��k��1 − G22�k��� ,

�12�k� = D−1�k�v12�k��1
�0��k��2

�0��k��1 − G12�k�� ,

�22�k� = D−1�k��2
�0��k��1 − v11�k��1

�0��k��1 − G11�k��� ,

D�k� = �1 − v11�k��1
�0��k��1 − G11�k���

��1 − v22�k��2
�0��k��1 − G22�k��� − v12

2 �k��1
�0��k��2

�0��k�

��1 − G12�k���1 − G21�k�� . �A6�

The local field corrections Gij�k� are introduced, which can
be considered to be the terms that make this formulation
exact; the random phase approximation is recovered when
Gij�k�=0. These response functions are polarizabilities that
are defined according to the convention

�ni�k� = �
j

�ij�k�Uj�k� , �A7�

where Uj�k� is an interaction energy that couples only to
species j. The Eqs. �A6� are the QOZE, and they generalize
Eq. �A2� to WDM. In this form, the QOZE are equations for
the �ij�k� in terms of the known quantities �i

�0��k� and vij�k�,
and the unknown Gij�k�. Additional information is needed to
close the QOZE.

The QOZE can be used to derive many powerful relations
very easily. For example, the ratio of the second and first
equations gives �exactly�

�12�k�
�11�k�

=
v12�k��2

�0��k��1 − G12�k��
�1 − v22�k��2

�0��k��1 − G22�k���
. �A8�

This result relates the correlations between species 1 and 2 to
the correlations within species 1; this ratio is referred to as
the pseudoatom density �PD�. As a second example, the first
equation in Eq. �A6� can be taken to be the structure factor of
the ions. If the electron-ion interaction is weak, the interac-
tions are mostly Coulomb-like, and the electron screening
can be taken in the long-wavelength �Thomas-Fermi� limit,
then the ion-ion structure factor

Sii�k� =
k2 + kTF

2 �1 − Gee�0��
k2 + kTF

2 �1 − Gee�0�� + kDi
2 �1 − Gii�k��

�A9�

is obtained. Here, kDi and kTF are the state-dependent Debye
and Thomas-Fermi wave vectors, respectively, and the
electron-electron local field correction Gee�k� is taken in the
long-wavelength limit to be consistent with the treatment of
�e

�0��k�. Obviously, the power of the more general result �A6�
is that the approximations leading to Eq. �A9� can be re-
laxed.

A closer connection between the formulation given in the
main text and the approach given here can be made by mak-
ing the identification �45�

cij�k� = − �vij�k��1 − Gij�k�� , �A10�

which relates the direct correlation functions to the local field
corrections. Together with Eq. �A5�, Eq. �A10� changes vari-
ables in the QOZE from �ij�k� and Gij�k� to �ij�k� and Sij�k�,
depending on the quantal nature of the species, and cij�k�.
Again, the system is not yet closed until a relation between
the functions is given. If species 1 are the �classical� nuclei
and species 2 are the �quantal� electrons, then �A8� can be
written in the more common form

SeN�k�
SNN�k�

= − �−1ceN�k��nN

ne
�̃ee�k� �A11�

�npa�k� , �A12�

where the last step defines the PD. As in the main text, it is
assumed that �̃ee�k� is taken to be approximately the jellium
response for an electron gas of arbitrary temperature and
density. Results such as these provide exact starting points
for obtaining approximate models of WDM, as has been car-
ried out in the main text. Moreover, in the context of XRTS,
the particular result �A11� is useful since it more directly
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relates the physics of the ion-ion structure to the observable
quantity, since x-rays are predominantly scattered by the
electrons.

The pseudoatom density corresponding to the model used
in the main text can be readily obtained by replacing nuclear
variables with ionic variables �chemical picture�, and there-
fore assuming a weak electron-ion interaction. For this case,
the relevant “Yukawa PD” relations are

− �−1cei�k� �
4��Z�e2

k2 , �A13�

�e
�0��k� � −

kTF
2

4�e2 , �A14�

npa
�Y��k� = −

��Z�kTF
2

k2 + kTF
2 �1 − Gee�0��

. �A15�

The first approximation corresponds to a weak e− i interac-
tion, whereas the second approximation is to employ long-
wavelength forms; together, one obtains a PD of Yukawa
form that is applicable to arbitrary temperature and density
WDM. Here, the screening length is determined by kTF, the
state-dependent Thomas-Fermi screening wave vector, as
modified by non-RPA corrections contained in Gee�0�.
Shorter wavelength corrections can also be added �46�, but
will not be considered here.

APPENDIX B: GENERALIZED HYDRODYNAMICS

Some basic ideas from generalized hydrodynamics �GH�
are presented here with the aim of providing insight into the
GH method and to provide a derivation of Eq. �43�. The GH
method begins with the microscopic density and current vari-
ables

n�r,t� =
1

�N
�
i=1

N

��r − ri�t�� ,

j�r,t� =
1

�N
�
i=1

N

vi��r − ri�t�� , �B1�

where ri�t� and vi�t� are the phase space variables for each
particle i. Note that these variables satisfy a microscopic
continuity equation of the form

�n�r,t�
�t

= − � · j�r,t� . �B2�

These equations are referred to as “microscopic” because no
averaging or initial conditions have been included. Typically,
an ensemble-averaged phase space function f�r ,v� is
formed, the quantities in Eq. �B1� are constructed from ob-
vious integrals over f�r ,v�, and an appropriate kinetic equa-
tion is derived to describe the many-body dynamics. The
challenge with this approach is that collisions are very diffi-
cult to include for strongly coupled systems. The goal of the
GH method is to include collisions in an exact manner within
an approximate, but reasonable framework.

In the GH method, we assume in analogy with Eq. �B2�
that we can also obtain a microscopic equation for �j�r , t� /�t.
One way to obtain such an equation is to note that the equa-
tions of motion for a fluid in the low frequency and long-
wavelength limit are well established �47�; such equations of
motion are referred to as hydrodynamics equations. The most
widely used hydrodynamics equation is the Navier-Stokes
�NS� equation, which includes viscous �collisional� damping.
It is therefore reasonable to assume that the microscopic Eqs.
�B1� also satisfy the NS in the appropriate limit. If so, and
this can be tested, then collisions are included via the viscos-
ity, which can be determined nearly exactly from the Kubo-
Green relation using molecular dynamics, once the effective
ion-ion interactions have been determined. Thus, we assume
the relation �this is just Eq. �42� repeated here for conve-
nience�

nM
�j�r,t�

�t
= − �P�r,t� + ��2j�r,t� + ��/3 + �� � � · j�r,t�

�B3�

for the microscopic current in Eq. �B1�. If we have an equa-
tion of state P�r , t� that depends only on the density fluctua-
tions, then Eqs. �B2� and �B3� form a closed set of equations.

It is worth pausing to discuss the strengths and weak-
nesses of what has been presented so far. First, the entire
approach is somewhat phenomenological in that one sup-
poses that the microscopic variables satisfy the NS equation.
Second, the NS is by no means exact, and caution is in order
with applying results away from the hydrodynamic limit; this
is addressed in detail in the main text, and is the reason that
generalized hydrodynamics is necessary. Third, the strengths
are that the equation of state and viscous collisions appear in
their exact form in the basic equations of motion. Note that
the closure here is through the equation of state, which is
assumed not to introduce fluctuations beyond those being
considered. It remains to be determined what level of closure
is actually appropriate for WDM, and thermal conduction �an
additional energy equation that includes temperature fluctua-
tions� should be explored in the future.

Let us now Fourier transform the NS in space and select
the longitudinal portion. Doing so yields the equation

nM
� jl�k,t�

�t
= − ikP�k,t� − �lk

2jl�k,t� , �B4�

where the longitudinal viscosity is given by �l=
4
3�+�. Be-

cause this is a microscopic equation, we can multiply
through by the initial condition jl�−k ,0� and perform an en-
semble average �¯ �, which then reads

nM
�Jl�k,t�

�t
= − ik�P�k,t�jl�− k,0�� − �lk

2Jl�k,t� , �B5�

where Jl�k , t�= �jl�k , t�jl�−k ,0�� is the current-current correla-
tion function. A specific form for the equation of state needs
to be specified to proceed. Very importantly for Coulomb
systems is that the pressure term must include a contribution
−�U�r , t� from long-range interactions; here, that is to be
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determined from the effective ion-ion interaction. Typically,
the P�r , t� and −�U�r , t� terms introduce density dependen-
cies, which can be eliminated with the continuity equation.
The resulting equation can be solved for Jl�k ,�� and related
to the dynamic structure factor via the exact relationship
S�k ,��=k2Jl�k ,�� /�2.

In the vast majority of calculations of the DSF, the fluc-
tuation dissipation theorem �FDT� is used to relate the imagi-

nary part of a response function to the dynamic structure
factor. That approach can also be used here by including a
weak external potential in the NS equation that drives den-
sity fluctuations. The result is the same. Within the GH
method, however, we see how to obtain the DSF directly
without the intermediate steps associated with the FDT, since
we obtain an equation of motion for the correlation function
itself, as in Eq. �B5�.
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