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Diffusion-limited and advection-driven electrodeposition in a microfluidic channel
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Self-terminating electrochemical fabrication was used within a microfluidic channel to create a junction
between two Au electrodes separated by a gap of 75 wm. During the electrochemical process of etching from
the anode to deposition at the cathode, flow could be applied in the anode-to-cathode direction. Without applied
flow, dendritic growth and dense branching morphologies were typically observed at the cathode. The addition
of applied flow resulted in a densely packed gold structure that filled the channel. A computer simulation was
developed to explore regimes where the diffusion, flow, and electric field between the electrodes individually
dominated growth. The model provided good qualitative agreement relating flow to the experimental results.
The model was also used to contrast the effects of open and closed boundaries and electric field strength, as

factors related to tapering.
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I. INTRODUCTION

Techniques to fabricate and manipulate electronic systems
with precision on the scale of a nanometer are crucial in such
fields as nanoelectronics and chemical sensing. Connected
and unconnected electrodes have been created on the nano-
scale using such techniques as scanning probe microscopy
[1-17], mechanically controllable break junctions [18-27],
electron beams [28-35], electromigration [36—42], and elec-
trochemistry [43-58]. Using electrochemistry, complex
growth between macroscopic electrodes can culminate in
simple nanoscale junctions. These junctions function as reli-
able quantum point contacts, however the electrochemical
fabrication approach introduces large variance in the forma-
tion and location of individual junctions. Understanding and
controlling this process will enable the precise positioning of
reproducible geometries into nanoelectronic devices.

In the electrochemical approach of Boussaad and Tao
[46], two macroscopic electrodes, separated by a 20 um
wide gap, were placed in series with a load resistor as a bias
voltage (V) was applied. An electrolytic solution covered
the gap and the voltage across the electrodes (V) induced
etching from the anode and electrodeposition at the cathode.
As the cathode grew into contact with the anode, the resis-
tance (R) decreased leading to a reduction in V,

R

V=
R+R;

Vo, (1)

where R; is the resistance of the load. The electrochemical
rate is affected by V, thus the current density (J), according
to the Butler-Volmer equation

J=J (aaeV> ( aCeV> 2)
=Jo| exp| ——— | —exp| - ,

o P\ 4 P\T %,
where J is exchange current density, «, and «, are the an-
odic and cathodic transfer coefficients, respectively, e is the
charge of the electron, kg is Boltzman’s constant, and 7 is the

temperature. This exponential dependence on V leads to a
self-termination effect in the formation of the junction as the
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electrochemical reaction at the junction effectively halts. By
choosing 1/R; near to the quantum of conductance (G,
=2¢*/h=~1/12.9 kQ), one can select the formation of quan-
tum point contacts [46].

II. EXPERIMENTAL SETUP AND PRELIMINARY
OBSERVATIONS

This work was extended by confining the electrochemis-
try within a microfluidic channel. Others have used micro-
fluidic channels perpendicular to the electrodes to rinse the
junction for reuse after contact was made between the elec-
trodes, however no flow was applied during formation in that
case [55]. In the experiment developed here, flow is applied
during the deposition process in the anode-to-cathode direc-
tion in an effort to influence ion transport. As an additional
control parameter, applied flow has the advantage that it is
independent of the electrode geometry and applied voltage to
which ion migration and electrochemistry are coupled.

The channels were patterned in a 2-mm-thick layer of
polydimethylsiloxane (PDMS) and fabricated using soft-
lithography microfabrication methods [59]. The PDMS con-
tained an array of microchannels running parallel to one an-
other that were several cm long, 30 um high, and 200 um
wide. Au-coated glass slides (100 nm of Au, 20 nm of Cr,
from the Evaporated Metal Films Corporation) were etched
to produce gold electrodes with 75 um gaps between them.
The microchannels were aligned over the electrodes, and a
Plexiglas coverplate and a clamp provided a mechanical seal
between the PDMS and the glass substrate. Figure 1(a)
shows the experimental setup. The fluid flow was controlled
using a Harvard Compact Infusion Pump Model 975 (analog
motor control) to infuse a solution of 2M HCI into the mi-
crochannels. The Au electrodes were connected in series
with a load resistor (50 k{)) to a current amplifier that moni-
tored when the electrodes had come into electrical contact.
Examples of scanning electron microscope (SEM) images of
deposits that were created with the setup are shown for the
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FIG. 1. (a) Schematic of experimental setup. Ion flow is con-
trolled in the PDMS channel during electrodeposition between the
gold electrodes and a current amplifier monitors when the process
self-terminates. Examples of SEM images of deposition across
roughly 40 um of the electrode gaps is shown for two cases: (a) no
applied flow and (b) applied flow dominates.

cases without applied flow [Fig. 1(b)], and where applied
flow dominates [Fig. 1(c)].

Figure 2 shows how the final coverage of the area be-
tween the 75 um gap varies as a function of the flow speed
for an applied bias of 1 V. The coverage is defined as the
fraction of the area of the gap that is occupied by gold in the
micrographs of the final structures at the point where the
electrochemical process self-terminates (as shown in the in-
sets). As the flow speed increased, the final coverage be-
tween the gaps increased going from diffusion-limited depo-
sition to ballistic deposition and by a flow speed of 1.44
mm/s, the gap is almost entirely filled.

III. COMPUTER SIMULATION

Studies of diffusion-limited aggregation (DLA) and
branched growth in general [60-98] have provided insight
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FIG. 2. Coverage vs flow speed. The insets show micrographs of
the area in the electrode gaps (75 wm gaps and 200 um wide).
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into the electrodeposition process. The electrode geometry
and low aspect ratio microchannel employed in the experi-
ments presented here permit a two-dimensional (2D) repre-
sentation. Consequently, a 2D model was developed to iso-
late the influences of diffusion, electric field (E), and the
applied flow in this process.

The simulation employed a random walk on a 2D lattice
(210X 210 points) with vertical flow and the probabilities of
an ion at site (x,y) stepping to a nearest-neighbor site were
given by

(Pp+ PpAd,.y )

L -~ L= Fx+ly/

PX+1,)"_ £ Pf +l ’ (3)
0

(Pp+PpAd,_1,)
P~ sm Ly
Px—l,y - PO ) (4)

(PD+ PEA¢x,y+1 _PF)

Px,y+1 = PO (5)
Pp+PrAd,, 1+ P
Px’y_l — ( D E ¢x,y 1 F). (6)
Py
Where Ag,ayy1ay s defined as
A¢Jr+Ax,y+Ay = ¢x,y - ¢x+Ax,y+Ay' (7)

The total probability is normalized to 1 by Py, ¢x,y is the
potential at site (x,y), and P, Pp, and Py parametrize the
effects of diffusion, E, and the advection of the applied fluid
flow, respectively. So that the strengths of the other param-
eters were always normalized relative to the contributions
from the diffusion, Pp=1 was selected in all cases. Addition-
ally, ¢, , was normalized such that when Pg=Pp, they would
make equal contributions to Egs. (3)—(6) for electrodes in the
initial configuration of parallel plates. Any probability less
than 0 was set to 0. Each ion was initialized at a random site
on the anode (top) and made a random walk based on these
probabilities. If the ion contacted an occupied site, it adhered
to the structure. Each time a particle adhered, ¢, , was recal-
culated for the new geometry using the successive over re-
laxation method [99] to solve Laplace’s equation and the
process was repeated until the electrodes came into contact.

In Fig. 3, the results of several simulations are shown with
the final coverage plotted versus the applied flow parameter,
Pr. The cases of no contribution to the ion motion from the
field (Pg=0, squares), weak contribution (Pz=0.01, circles),
and strong contribution (Pz=0.1, triangles) are considered.
The insets show examples of qualitative agreement between
the model and the experiment. The left inset shows the re-
sults of a simulation with no flow and weak effective field
(Pr=0, Pr=0.01). The right inset shows the final image of
a simulation which included significant flow (Pp=1.0, Pg
=0.01) and resembles the experimental micrographs for bal-
listic deposition. As the model does not take into account the
three-dimensional nature of the experiment, the coverage is
not as full as in the experimental case. When there is no flow
in the simulation, the coverage clearly depends on the field
as the electrophoresis driving the particles leads to denser
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FIG. 3. Coverage vs P for Pr=0 (squares), Pz=0.01 (circles),
and P;=0.1 (triangles). The insets show are examples of final im-
ages for a small effective field (Pr=0.01) in two different case: (a)
no applied flow (Pz=0) and (b) high applied flow (Pr=1.0).

structures. Even by Pr=0.1, flow begins to play an increas-
ingly crucial role, and the coverage becomes less distinguish-
able between the different strength of the effective field. As
the flow increases, the coverage increases, which is consis-
tent with the results in these experiments and with the ex-
periments on radial electrodeposition in larger systems
[83,87]. For simulations at high flow velocities, the coverage
is generally lower in the case of the strongest contribution
from the field (Pz=1). In that case, it is the focusing effect of
the stronger field that makes the electrode come to a sharper
point which will be further examined in Sec. IV.

P is a dimensionless quantity that represents the strength
of the applied flow normalized by the strength of diffusion in
the model. An equivalent dimensionless quantity Np, (the
Péclet number) is used to compare the advection due to the
applied flow vs the rate of diffusion in the experiment,

Np, = Lv/D, )

where L is a characteristic length scale (the gap size of
75 pm is selected), v is the mean flow velocity, and D is the
diffusivity calculated using

C6mur’

D 9)

where T is the temperature (300 K), w is the dynamic vis-
cosity (1 X107 N s/m?), and r is the radius of Au (135 pm
from Slater [100]). D is calculated to be 1.6X 107 m?/s.
Using case shown in Fig. 2, the highest applied flow was
1.44 mm/s, resulting in Np,=67.5. Comparing ballistic depo-
sition in the model and the experiment, for Pr=1, the applied
flow strongly dominates as it does in this experimental case
for Np,=67.5 which implies a scaling constant between these
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FIG. 4. Simulations with open and closed side boundaries while
varying P leading to different final converages (Cov).

two dimensionless quantities on the order of 100. This means
that since L was selected as 75 wm, 1 pixel in the simulation
represents roughly 1 wm in the experiment.

IV. CONTRIBUTIONS FROM E AND BOUNDARY
CONDITIONS

In the original report of the self-terminated technique by
Boussaad and Tao [46], tapering of the cathode was observed
and attributed to a growth preference where E is highest. It
was also suggested that Ehad a significant influence on self-
terminated growth by Hu et al. [57]; however, no pro-
nounced tapering was observed. An explanation of why fo-
cusing can be observed in environments where diffusion is
the dominant mechanism is presented in Fig. 4. The effects
of an open boundary (no lateral confinement of the Au ions),
resembling the conditions in the experiment of Boussaad and
Tao, are contrasted with a closed boundary model (lateral
confinement of the Au ions) resembling the experiments pre-
sented here. The cases of Pr=0, Pr=0.01, and P;=0.1 are
presented with open and closed boundary conditions. In each
case, the open boundary coverage was half of its closed
boundary value with particles tending to accumulate in the
middle or escape out the sides. In particular, the simulation
of an open boundary and Pp=0 resemble the long branch
growth seen by Hu er al. [57]. These results suggest that
even in the absence of focusing induced by E, an open
boundary condition can result in the tapering effects previ-
ously attributed to the electric field. In contrast, lateral mi-
croconfinement results in more uniform growth under similar
growth conditions.

Screening effects at the electrode surfaces are expected to
effectively reduce E. The Debye length (\p) is the charac-
teristic length scale over which ion charge is screened in the
Debye-Hiickel model

€€ RT
Ap=\/=T> > 10
P~ N 2rc, (o

where €, is the permittivity of free space, ¢, is the dielectric
constant of water, R is the ideal gas constant, T is the tem-
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FIG. 5. (Color online) Maximum normalized |E| vs coverage
during simulated cathode growth (Pp=0, Pp=0.1). Panels a—c
(corresponding to coverages of 0.200, 0.252, and 0.316, respec-
tively) show accumulated particles in white and equipotentials of
¢y, in color as the simulation progressed.

perature, F is the Faraday constant, and C is the concentra-
tion of HCI (0.2M). In this case, A\,=0.7 nm, which means
that E should be strongly screened out across the electrodes
as opposed to driving the morphology as previously sug-
gested. With A\p being so small, the mechanism for focused
growth is not expected to be significant in the experiment
except on a smaller length scale or for lower concentrations.

Future work with low concentrations or at smaller scales
could be used to verify the dynamics of focused growth
where screening does not play as large a role. Even with a
closed boundary, a strong field (P;=0.1) can induce tapering
as suggested. Consequently, the dynamic effects of E during
deposition were investigated in the simulation. Figure 5
shows the maximum value of |E| as a function of coverage
(the fraction of the total area occupied by particles between
the electrodes). E was calculated from the middle region of
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170X 210 points to minimize boundary artifacts, and was
normalized such that |E |=1 when the electrodes were within
1 lattice spacing from each other. Panels a—c show a progres-
sion of growth coverages (0.200, 0.252, and 0.316, respec-
tively) with accumulated particles in white, and color con-
tours corresponding to the equipotentials of ¢, ,. In Fig. 5(a),
the overall front of the cathode was only slightly rounded,
but curvature of the potential indicates that further particles
would be focused toward the middle of the channel as they
approached the cathode. In Fig. 5(b) (coverage of 0.252), the
focusing potential resulted in the curvature becoming more
pronounced as particles tended to accumulate in regions of
higher E. Figure 5(c) shows increased particle density (cov-
erage of 0.316) and curvature in response to the increased
electric field strength as the space between the electrodes
decreases.

V. CONCLUDING REMARKS

Self-terminating electrodeposition with microfluidic flow
yields some interesting results and is a useful tool with
which to independently manipulate electrodeposition without
affecting electrochemical processes. Microfluidics has a host
of sophisticated techniques for physics and chemistry appli-
cations which promises to extend future work on this subject
[101,102]. Within the microfluidic channels branching
growth was observed between the electrodes during elec-
trodeposition without flow. A dense macroscopic structure
dominated by applied flow was formed during higher flow
rates on the order of mm/s distinct from any structures re-
ported in previous work on self-terminated electrodeposition,
and in both experiment and simulation, the applied flow dra-
matically increased the coverage between the electrodes. In
the computer simulations of self-terminated growth, varying
E and choosing open or closed boundaries can account for
the differences in tapered and untapered structures. This is in
contrast to a highly screened system based solely on a cal-
culation of Np which would imply that E would only be
relevant on small length scales.
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