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Anomalous sound propagation and slow kinetics in dynamically compressed amorphous carbon
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We have performed molecular-dynamics simulations of dynamic compression waves propagating through
amorphous carbon using the Tersoff potential and find that a variety of dynamic compression features appear
for two different initial densities. These features include steady elastic shocks, steady chemically reactive
shocks, unsteady elastic waves, and unsteady chemically reactive waves. We show how these features can be
distinguished by analyzing time-dependent propagation speeds, time-dependent sound speeds, and comparison
to multiscale shock technique (MSST) simulations. Understanding such features is a key challenge in quasi-
isentropic experiments involving phase transformations. In addition to direct simulations of dynamic compres-
sion, we employ the MSST and find agreement with the direct method for this system for the shocks observed.
We show how the MSST can be extended to include explicit material viscosity and demonstrate on an

amorphous Lennard-Jones system.
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I. INTRODUCTION

The generation of high-pressure compression waves in
materials is a primary tool for measuring high-pressure prop-
erties. Material pressures achieved under dynamic compres-
sion are much higher than those possible to achieve under
static compression, more than 10 s of Mbars versus a few
Mbar for the latter. Dynamic compression waves can be
lumped into one of two categories: (1) shock waves and (2)
quasi-isentropic waves. Steady shock waves compress the
material to thermodynamic states on the shock Hugoniot.
Quasi-isentropic waves, also referred to as ramp compression
waves, take the material to thermodynamic states that lie
between the material isentrope and the shock Hugoniot. Dis-
tinguishing between these types is required to understand
and interpret the thermodynamic states being produced in the
material. However, challenges present themselves when at-
tempting to make this distinction, particularly on the nano-
second to picosecond time scales of molecular-dynamics
(MD) simulations and emerging laser-based and other ex-
perimental capabilities [ 1-3]. Time-dependent chemical pro-
cesses, phase transformations, and anomalous properties of
the material equation of state can lead to compression wave
propagation that exhibits characteristics of both shock and
ramp waves. Considerable attention has been given to inter-
preting experiments performed in such regimes (see, e.g.,
Refs. [4-6])

Steady shock waves compress the material to thermody-
namic states on the shock Hugoniot and propagate at a con-
stant speed. Shock waves have the property that they are
time independent in a reference frame moving at the shock
speed, i.e., the density p(x,7) has the form p(x—vt) where v
is the propagation speed. Unsteady shocks are similar to
shock waves but propagate at a speed that is not constant and
the thermodynamic states produced therefore deviate from
the shock Hugoniot states to some extent. Unlike shocks,
ramp waves take the material to thermodynamic states that
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lie between the material isentrope and the shock Hugoniot.
Such waves are presumably isentropic in the limit where the
strain rate becomes vanishing, but the strain rates achieved in
experiments can range in excess of 10'° s7! resulting in po-
tentially significant deviations from an isentrope. Unlike
shocks, there are no moving reference frames in which ramp
waves are time independent, i.e., different parts of the wave
can propagate at different speeds.

Whether a compression wave is a shock or ramp is ordi-
narily determined largely by the time dependence of the
pressure supplied by the drive on the sample. While most
materials support shock waves, some do not within certain
pressure regimes where only ramp waves are exhibited. The
latter type of ramp waves are intrinsic to the material, inde-
pendent of the pressure drive time dependence, and are the
type that we will discuss in this work.

Molecular-dynamics simulations have proven to be an ef-
fective tool to simulate shocked materials, but little attention
has been given to dealing with materials that exhibit more
complicated behaviors like intrinsic ramp waves and un-
steady waves with slow kinetic processes. In this work, we
perform molecular-dynamics simulations of dynamic com-
pression in amorphous carbon, a material that exhibits both
shock waves and ramp waves. For two different initial den-
sities, we find that a wave with fast rise time (under 1 ps)
launched into this material decomposes into a complicated
wave structure including sharp and diffuse shock waves and
ramp waves. Using a combination of molecular-dynamics
techniques including direct methods and the multiscale shock
technique (MSST), we show that the origin of the wave
structure can be understood and predicted.

In thermodynamic regimes away from phase boundaries,
materials ordinarily exhibit an increase in sound speed with
increasing pressure. When a high-pressure compression
wave is launched into the material, the sound speed depen-
dence on pressure will cause it to steepen to form a shock as
it propagates. High pressure portions of the wave propagate
more quickly than lower pressures resulting in an overtake of
the lower pressure wave front. Amorphous materials have
been shown to exhibit significant pressure regimes in which
the sound speeds decrease with increasing pressure. Such
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regimes lead to anomalous behavior when a high-pressure
amplitude wave is launched into the material. In this case,
high-pressure portions of the wave propagate more slowly
than lower pressure portions, resulting in a wave that spreads
out with time rather than steepening into a shock. In fact, a
shock wave with a fast rise time launched into such a mate-
rial will spread out with time as it propagates. Some amor-
phous materials have been utilized with gas-gun fired projec-
tile experiments to generate pressure waves with strain rates
much slower than shock waves to compress materials more
nearly along an isentrope than the shock Hugoniot [7].

Amorphous materials also have the property that the
Hugoniot elastic limit can potentially be zero, as in a liquid.
However, the kinetics of plastic deformation processes are
slow when the pressure and temperature are low. Early the-
oretical work showed that such behavior can lead to the for-
mation of a pressure wave that obeys the Hugoniot relations
but has no sharp, shocklike features [8]. The formation of
such a wave may be difficult to distinguish from the diffuse
ramp waves generated via the anomalous sound speed
mechanism, although the underlying origin is fundamentally
different.

Shock waves have been studied in a wide rage of carbon
allotropes with varying degrees of order. Dynamic compres-
sion experimental investigations on carbon include vitreous
carbon [9], diamond [10,11], and graphite [12]. A number of
atomistic simulations of dynamic compression of various
forms of carbon have also been performed including dia-
mond [13-15] and graphite [16]. Atomistic dynamic com-
pression simulations of amorphous forms of carbon have not
been reported, but single shocks in silica glasses have been
studied [17-19].

In this work, we perform molecular-dynamics simulations
of shocked amorphous carbon to explore the range of dy-
namic compression features that appear. We utilize the inter-
atomic potential due to Tersoff [20] which has been devel-
oped for simulation of amorphous phases of carbon. We
consider two different initial material densities and find
qualitatively different behavior of the wave upon dynamic
compression. In addition to direct simulations of dynamic
compression, we employ the MSST [21,22] which has been
utilized to study phase transformations and chemical reac-
tions in shocked materials [16,23-25]. Good agreement with
the direct method for this system is observed for the shocks,
both in the thermodynamic states visited by the shock and
the time dependence of the waves. While the MSST is de-
signed to simulate only steady shock waves, we find that it is
an effective tool in predicting the existence of unsteady ramp
waves due to anomalous sound speed properties. The latter is
a unique consequence of the Rayleigh-based constraint em-
ployed by MSST.

II. MSST COMPUTATIONAL SCHEME

The MSST combines atomistic simulations with the
Navier-Stokes equations for compressible flow. It has been
demonstrated to accurately reproduce the sequence of ther-
modynamic states throughout the reaction zone of detonating
explosives with analytical equations of state [26]. Instead of
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simulating a shock wave within a large computational cell
with many atoms (the direct approach), the computational
cell of the multiscale technique follows a Lagrangian point
through the shock wave, enabling simulation of the shock
wave with significantly fewer atoms and significantly lower
computational cost. Linear scaling of computational work
with simulation duration has enabled durations of hundreds
of picoseconds with tight-binding molecular dynamics, rep-
resenting a computational speedup of 10° over the direct
shock-simulation approach [23,25]. It has also made possible
density-functional theory based shock studies [16,24]. The
multiscale shock technique simulates steady shock waves
(that is, constant shock speed) by time-evolving equations of
motion for the atoms and volume of the computational cell to
constrain the shock-propagation-direction stress to the Ray-
leigh line and energy to the Hugoniot energy condition. For a
specified shock speed, the latter two relations describe a
steady planar shock wave within continuum theory.

The MSST computational scheme utilized in part of this
work is closely related to our previously reported scheme
based on the Euler equations for compressible flow [21,22].
Here we review the technique and show how the scheme can
be extended to the Navier-Stokes equations without thermal
diffusion by including an explicit viscous component of the
pressure.

The Navier-Stokes equations represent the conservation
of mass, momentum, and energy, respectively, everywhere in
the wave,

d J
L p=o, (1)
dt ox
@+~1( @)_0 @
dt v(9x P 'u&x T
de Ju\dv
—+|\p-pu—|= =0, 3
dt (p M&x)dt 3)
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and complete time derivatives are o = +u7;-. We seek so-

lutions of the Navier-Stokes equations that are steady in the
frame of the shock wave moving at speed v, by making the
substitution x—xy+v . This substitution, and integration
yields a variation in the Hugoniot relations,

u—uoz(vs—uo)<1—@), 4)
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v p
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Here, p is the density, u is the local (laboratory) material
velocity, v=1/p is the specific volume, p is the uniaxial
stress (p=—0,,), € is the energy per unit mass, and u is a
viscosity parameter. Variables with subscripts 0 are the val-
ues before the shock wave and we take uy=0; i.e., the mate-
rial is initially at rest in the laboratory frame. The Navier-
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Stokes viscous pressure, —,u,’%, has been evaluated in the
moving reference frame of the material wher a_i=_vs+u£-
These equations are obeyed by a material element flowing at
speed u through a steady shock wave.

We seek molecular-dynamics equations of motion for the
atoms and volume of the computational cell that obey these

constraints; these are,

. . dA. d¢ Vv _ ]
QU=2miAS;'_Si—_—?;(vo—m—Po—,U«:’ (7)
; dv ' dv 7 v

R . TRl
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Here, Q is a masslike parameter for the volume, M=Xm;,
G=ATA, ¢({F}) is the potential energy of the system, v is
the computational cell volume, and we utilize the scaled co-
ordinate scheme of Ref. [27] where 7=A§ and #,=AS; where
A contains the computational cell lattice vectors in columns
and §; is the scaled position of atom i. Uniaxial strain of the
computational cell is utilized since the shock is planar and %
is a matrix corresponding to the direction of the uniaxial
strain; i.e., A is only allowed to change with one degree of
freedom. Thcztse equations have the conserved quantity, e,
=+500° -5 (1= 2)2=p(o-0) ~ with  2=Z;3;m A5
+ tqﬁ({rﬁ}) We have shown this is equivalent to Eq. (6) when
equipartition is achieved. Time averaging of Eq. (7) repro-
duces the Rayleigh condition [Eq. (5)] [22]. Therefore these
equations of motion satisfy the thermodynamic conditions of
a material element flowing through a steady shock. We have
experimented with adding to Ehe right side of Eq. (8),
BM5(@=20+ 5007 po(By—0) — 5 (1= £))/Z;3m|AS[2. This
term is zero if the numerical integration is error free. Setting
B to be nonzero aids energy conservation for long MD runs
and potentially enables the use of longer integration time
steps.

Equations (7) and (8) are the equations of motion derived
from the Hamiltonian based on the conserved quantity with
the exception of the last term in each equation which repre-
sents a non-Hamiltonian viscous term. This term acts as an
explicit damping term in the volume equation of motion.
Energy removed through volume damping is irreversibly
supplied to the atoms through the last term of Eq. (8). We
note that even when =0 (corresponding to the case in Ref.
[21]) the volume equation of motion is damped by an intrin-
sic coupling of the volume to the motion of the atoms via
scaled coordinates. The level of intrinsic viscosity provided
by scaled coordinates may not necessarily be representative
of the shock when spatial gradients are large (near the shock
front) since the multiscale approach assumes that spatial gra-
dients in density and other quantities are small compared
with the inverse correlation length in the material. Setting
m# 0 introduces extra viscosity which we will show can
potentially be used to achieve better agreement with direct
simulations of shock wave profiles near the shock front.
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FIG. 1. (Color online) Amorphous Lennard-Jones shock wave
profiles computed using the NEMD approach and the multiscale
approach (this work) with and without extra (explicit) viscosity.
Good agreement is achieved due to the Rayleigh constraint em-
ployed by MSST. Utilization of some explicit viscosity brings the
multiscale simulations into better agreement with NEMD at short
distances behind the shock front.

Application to amorphous Lennard-Jones

Amorphous materials possess many microscopic meta-
stable states along the shock reaction or transition pathway.
To validate the multiscale technique performance on a simple
example of such a material, we consider the amorphous state
of a material with atoms interacting through the Lennard-
Jones potential. The material exhibits a series of metastable
states during plastic deformation.

Figure 1 shows a comparison of shock profiles between
the direct method (also often referred to as nonequilibrium
molecular dynamics, or NEMD) and the multiscale tech-
nique. We utilized the Lennard-Jones potential with param-
eters approximately representative of Argon (o=3.405 A
and &/kg=119.8 K) and generated amorphous computa-
tional cells by rapidly quenching from a liquid to 7=1 K.
The potential energy of the utilized amorphous phase is 90%
of the potential energy of the fcc crystal of the same density;
po=0.13 GPa. Multiscale simulations employed 23 400 at-
oms. NEMD simulations utilized around 1 million atoms and
a piston speed of 400 m/s which generated a shock propa-
gating at 2.15 km/s. The shock was allowed to propagate 185
nm to approach a steady wave profile. Figure 1 shows that
the temperature, particle speed u, and density of the NEMD
profile are all in good agreement with profiles calculated us-
ing the multiscale technique.

The multiscale curve with intrinsic viscosity only (u=0)
exhibits some oscillatory behavior at the beginning of the
simulation followed by a smooth adherence to the NEMD
curve. We utilized a parameter Q=103 kg?/m* and we find
that similar behavior is exhibited over a range of Q (from
about 4X 107 to 4 X 1073 kg?/m?). Some oscillatory be-
havior in NEMD simulation is averaged out due to the 1 nm
bin size used for averaging. The lack of significant oscilla-
tory behavior in the NEMD curve suggests that the amount
of viscosity intrinsically present in the multiscale simulation
is less than experienced by the shock in the NEMD simula-
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tion. We speculate that this is due to the presence of large
spatial gradients at the shock front in the NEMD simulation
which can facilitate the excitation of vibrational modes or
plastic deformation. Such large spatial gradients are not
present in the multiscale simulation.

Figure 1 also shows a multiscale curve computed using
some explicit viscosity (with uw=1.5X10"* kg/m/s). This
viscosity acts in addition to the intrinsic viscosity already
present and smoothes out the volume oscillations to achieve
good agreement with NEMD even at short distances behind
the shock front. Taking the limit Q—0 reduces Eq. (7) to
first order when w#0. The w#0 curve in Fig. 1 is in this
limit where Q no longer plays a significant role and the vol-
ume behaves in an overdamped fashion. Regardless of
whether explicit viscosity is utilized, agreement with the
NEMD curve improves with distance behind the shock front
where spatial gradients of thermodynamic quantities in the
NEMD simulation become less significant. In this regime,
the simulation trajectory is largely independent of the empiri-
cal parameters (u and/or Q) that serve to constrain the sys-
tem since the response time scale of the thermostat is much
faster than changes in thermodynamic state due to phase
transformations within the computational cell.

A number of accelerated molecular-dynamics methods
have been developed for calculating the properties of
shocked materials. Like MSST, some of these methods uti-
lize thermodynamic constraints on a computational cell that
is usually smaller than a NEMD computational cell. These
techniques utilize a constant volume constraint [28,29], con-
stant stress constraint [30], and a combination of NEMD and
constant volume constraint [31]. The MSST is distinguished
from these methods by its aim to enable simulation of the
material between the initial and final states; i.e., it takes the
material though the same thermodynamic trajectory as an
NEMD simulation of a shock when compression is slow
enough for stress to be a well-defined quantity. This is dem-
onstrated by Fig. 1 and other figures in this work. Previous
work shows that this property is a result of the Rayleigh line
constraint, unique to the MSST [26]. The physically correct
pathway described by the Rayleigh constraint also gives rise
to sonic stability conditions that prevent simulation of waves
that are unphysical [21,26]. These stability properties are em-
ployed in the next section to distinguish shock waves from
other types of dynamic compression waves.

III. AMORPHOUS CARBON

We now consider the generation of dynamic compression
waves in amorphous carbon, described by the Tersoff poten-
tial [20]. Figure 2 shows the simulation cell for direct com-
pression simulations. In these simulations, a sharp shock is
generated next to the yellow piston and allowed to propagate
into the computational cell. The shock is generated by mov-
ing the piston to the right at a constant speed. The piston is
instantaneously accelerated to its constant speed, yielding a
fast, subpicosecond rise time for the pressure wave that
propagates away. Periodic boundary conditions transverse to
the shock-propagation direction mimic an infinite planar
wave. The cell has a square periodic cross section of dimen-
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FIG. 2. (Color online) Part of the simulation cell used for
NEMD runs in dense a-carbon (p=2.38 g/cm?). The cell has a
square periodic cross section (parallel to xy plane) of dimensions
3.25 nm X 3.25 nm and a length of 1.95 um (z direction), with a
total of ~2.5X 10°. A slab of thickness 2 nm (atoms in yellow) at
one end is defined as the piston, which is moved at a constant speed
along the z direction.

sions 3.25X3.25 nm and a length of 1.95 um, with a total
of ~2.5X 10° atoms. The piston is a slab of thickness 2 nm
consisting of the same amorphous structure with atom posi-
tions fixed relative to each other. The initial amorphous
structure was generated using the annealing method de-
scribed by Tersoff [20]. The initial temperature is 300 K.
MSST simulations performed in this section utilized a com-
putational cell masslike parameter Q ranging from 3
X 107! to 3X107'% kg?/m* with zero explicit viscosity,
=0.

Figure 3(a) shows the density states achieved during a
series of MSST simulations for a range of shock velocities.
For shock speeds below 14.5 km/s, the density of the system
does not change; i.e., no shock compression occurs. For
shock speeds above 14.5 km/s, the system undergoes shock
compression to a higher density. Such a sharp transition in
shock density suggests that states intermediate in density
cannot be achieved via a single shock wave. Figure 4 shows
schematically how such behavior can arise if the material

isentrope has the property that %<O around the initial
pressure, where p_. is the pressure component in the propa-
gation direction. The path in p—V space that MSST con-
strains the material to is a straight line. Figure 4 shows how
such a constraint can lead to a discontinuity shock in densi-
ties at some critical shock speed. Figure 3(a) indicates that
shocks with speeds greater than 14.5 km/s will be stable,
single shocks and that shocks to low densities are likely to
become ramp waves due to the anomalous curvature of the
isentrope. The leading edge of the ramp wave will propagate
at 14.5 km/s.

Figure 3(b) shows the material density in an NEMD simu-
lation when the piston is given a speed of 6.3 km/s. The
resulting wave propagates at a steady speed of 14.8 km/s and
appears to be a single, steady shock wave as predicted by
MSST. The density of an MSST simulation with shock speed
chosen to be 14.8 km/s is overlaid in orange and reveals
good agreement with the density and time scale of the
NEMD shock.

Figure 3(c) shows the material density in an NEMD simu-
lation when the piston is given a slower speed of 5.0 km/s.
The resulting wave consists of a fast rise in density followed
by a slower change in density, followed finally by a faster
change to the final density. We note that these features result
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FIG. 3. (Color online) Dynamic compression of dense a-carbon (p=2.38 g/cm?). (a) MSST-computed final density as a function of
shock velocity, indicating a sharp transition in the nature of shock propagation at a critical velocity of 14.5 km/s; NEMD-computed wave
propagation for: (b) v=14.8 km/s (v>viica) displaying a single sharp front, and (¢) v=11.6 km/s (i.e., v <Uigca)s Showing a more
complicated wave structure. In (b), the NEMD-computed shock front agrees well with the MSST-computed shock front (superimposed on the

50 ps front).

from intrinsic properties of the material rather than a time-
dependent piston drive. The leading shocklike wave has a
speed of 14.5 km/s, the speed predicted by MSST. The high-
density portion of the wave propagates at 11.6 km/s and ap-

Rayleigh lines

Pressure

region of negative
curvature in
isentrope

Volume

initial state

FIG. 4. (Color online) Schematic illustrating how a region of
negative curvature in a material isentrope can lead to a region of
pressure inaccessible by a single shock. Possible single shocks are
depicted by straight Rayleigh lines. The Rayleigh line that is tan-
gent to the isentrope in the initial state defines the lowest possible
pressure shock.

pears to have a steady propagation speed, consistent with a
steady shock wave. The length of the intermediate portion
grows in time, suggesting a ramp wave or an unsteady shock.
These cases cannot be distinguished without further insight,
to be discussed later.

For comparison, simulations on a lower initial density
amorphous structure were also performed. For this structure
(p=2.23 g/cm?), all cell dimensions were increased by
2.2% and the atom positions annealed before performing the
NEMD simulation. Figure 5(a) shows the density states
achieved during a series of MSST simulations for a range of
shock velocities. The results of these simulations are quali-
tatively similar to those of Fig. 3(a) except the shock speed
of the discontinuity is now around 12.5 km/s. The compres-
sion waves exhibited by this system are expected to have
properties qualitatively similar to those of the higher density
system to the extent that shocks with speeds greater than
12.5 km/s will be stable, single shocks and that shocks to
lower densities are likely to have a ramp wave component
due to the anomalous curvature of the isentrope. The leading
edge of the ramp wave will propagate at 12.5 km/s.

Figure 5(b) shows the material density in an NEMD simu-
lation when the piston is given a speed of 5.5 km/s. The
resulting wave propagates at a steady speed of 13.4 km/s and
appears to be a single, steady shock wave as predicted by
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FIG. 5. (Color online) Results on less-dense a-carbon (p=2.23 g/cm?). (a) MSST-computed final density (after 500 ps simulation time)
as a function of shock velocity. There is a sharp discontinuity in density at v ;e ~ 12.5 km/s. (b) NEMD results for shock velocity of 13.4
km/s (v>vgiica) Showing a sharp front, in agreement with MSST front (orange) at this velocity. (¢) and (d) NEMD-computed wave
propagation for the case v <v;ica displaying a slanted front and a pronounced foot, whose tip travels at speed v;gica;- An orange MSST
simulation starting at the end of the unsteady foot is shown in (c). The higher density portion of (c) propagates at a steady 9 km/s while the

analogous portion in (d) is unsteady. See text for details.

MSST. The density of an MSST simulation with shock speed
chosen to be 13.4 km/s is overlaid in orange and reveals
good agreement with the density and time scale of the
NEMD shock.

Figure 5(c) shows the material density in an NEMD simu-
lation when the piston is given a slower speed of 3.1 km/s.
The resulting wave appears more spread out than in the high
initial density cases considered and exhibits no sharp fea-
tures. The top part of the wave, from density about
2.5 g/cm?® and up, appears to propagate at a steady speed of
9.0 km/s suggesting it is likely a shock wave. The relatively
slow rise of this wave suggests that the time scale is deter-
mined by the kinetics of chemical processes within the ma-
terial. Purely elastic shock waves generally have much faster
rise times on the order of optical phonon periods or on the
order of 10 nm in space. The lower density part of the wave
appears to have the ramp wave quality of spreading out with
time. The leading edge of the wave propagates around 12.5
km/s. A naive view of this wave indicates that there are at
least two different kinds of waves present.

Since MSST describes only steady shocks, it alone cannot
simulate the wave in Fig. 5(c). However, MSST can be used
to simulate the nearly steady, higher density portion. We
have performed a MSST simulation starting around the den-

sity at the top of the unsteady foot, 2.39 g/cm?, shown in
orange in Fig. 5(c). We obtained the starting configuration
for the MSST simulation by uniaxially straining the compu-
tational cell from the initial density 2.23 to 2.39 g/cm? over
a period of 10 ps. This strain was performed adiabatically to
mimic the conditions of the ramp compression process. The
shock speed utilized for the MSST simulation was chosen by
matching the final particle speed achieved to the 3.1 km/s
piston speed of the NEMD simulation. The final particle
speed achieved in the MSST simulation was 2.4 km/s which
provides the 3.1 km/s material speed when combined with
the 0.7 km/s speed of the 2.39 g/cm® material. The shock
speed of this MSST simulation was found to be 7.8 m/s,
yielding a 8.5 km/s propagation speed in the laboratory
frame when combined with the 0.7 km/s speed of the
2.39 g/cm® material at the top of the unsteady portion. The
8.5 km/s speed should be compared with the 9.0 km/s ob-
served propagation speed of the NEMD shock. Some level of
discrepancy both in the propagation speed and wave profile
in Fig. 5(c) are likely due to some unsteady character of the
wave or appropriate choice of transition density from un-
steady to steady portions of the wave.

Figure 5(d) is a simulation with a 2.2 km/s piston speed,
slower than in Fig. 5(c). Unlike Fig. 5(c), the higher density
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FIG. 6. (Color online) Instantaneous stress and stress after 20 ps in the direction of shock propagation (P,,) as a function of density (p)

for uniaxially strained: (a) dense a-carbon (starting p=2.38 g/cm?) showing chemical changes above 2.8 g/cm?;

and (b) less-dense

a-carbon (starting p=2.23 g/cm’) showing chemical changes above 2.4 g/cm’. These plots provide an approximate picture of the density
regimes in which the dynamic compression waves are undergoing chemical changes.

portion of the wave appears to exhibit propagation speeds
that vary with density, indicating the wave is unsteady. The
lower density part appears to spread out with time.

Some insight into the nature of the various components of
these waves can be obtained through calculation of the lon-
gitudinal pressure as a function of density shown in Fig. 6.
The configuration at each density point in Fig. 6 was ob-
tained by uniaxially straining a computational cell and scal-
ing the atomic positions from the initial density configura-
tion. Since amorphous materials can potentially exhibit
chemical changes with even small density changes, these
curves may exhibit a time dependence. The blue (solid)
curves in Fig. 6 correspond to the stress exhibited instanta-
neously after the change in density. The red (dotted) curves
are the stress exhibited after the system is allowed to evolve
for 20 ps at 300 K with a constant T constraint. Constant
energy (adiabatic) constraint simulations yield similar re-
sults. Stresses were calculated by averaging over 0.6 ps. The
red (dotted) and blue (solid) curves do not overlap in regions
where the material undergoes chemical changes on the 20 ps
time scale, the rough time scale of the waves that we are
studying in this work.

Figure 6(a) shows that on the 20 ps time scale, the lowest
density to exhibit chemical changes is around 2.8 g/cm? for
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the higher initial density material. This indicates that the
structure observed in Fig. 3(c) below 2.8 g/cm?® density is
can be attributed to the shape of the elastic equation of state
(EOS) rather than time-dependent EOS properties involving
chemical changes. For the lower initial density material, Fig.
6(b) shows that chemical changes occur at much lower den-
sities of 2.4 g/cm? and possibly below. As in the higher
density case, this indicates that the lower density parts of the
waves in Figs. 5(c) and 5(d) are largely elastic despite the
relatively slow rise.

The MSST calculations for both the high and low-density
cases suggest that the material isentrope exhibits an anoma-
lous region of negative curvature in p_ —p space around the
. . P e o ,
initial density, i.e., 7|S<O, or %<O. This is most easily
checked by considering the sound speeds calculated from the
data in Fig. 6. Figure 7 shows the sound speeds calculated by
taking the density derivative of the instantaneous p,, vs p
curve. Sound speeds calculated from the 20 ps curve are
qualitatively similar.

Figure 7(a) for the denser material shows that the sound
speed is roughly constant from the initial density p
=2.38 g/cm’ to around 2.45 g/cm® when it decreases with
increasing p. This anomalous behavior suggests that a wave

: : : : :
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FIG. 7. (Color online) Longitudinal sound speed (\/_ ) as a function of density p for: (a) dense a-carbon (starting p=2.38 g/cm?); and
(b) less-dense a-carbon (starting p=2.23 g/cm?). These curves exhibit anomalous behavior, decreasing with density over some regimes. This
behavior leads to unsteady ramp waves when the material is dynamically compressed.
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TABLE I. Some characteristics of types of planar waves that can be observed under dynamic compression, starting from an initial shock
wave. Steady waves are those in which all parts of the wave propagate at the same speed.

Steady (shock)

Unsteady (ramp)

Elastic
Plastic or chemically reactive

Fast rise time, on the order of optical phonon period.

Rise time slower than phonon oscillation period.

Slower rise time, associated with # <0 on the

elastic isentrope. Will not form a shock.

May form plastic shock at late times.

generated in this material will retain the temporal character
of the drive at lower p followed by a more disperse ramp
wave at higher densities. Such is the behavior exhibited by
material in Fig. 3(c). The higher density feature in Fig. 3(c)
that propagates at 11.6 km/s has a lower density around
2.8 g/cm’. Figure 7(a) shows that this density is approxi-
mately the smallest density that can support a shock at that
speed; i.e., sound speeds above this density are smaller than
11.6 km/s. The 14.8 km/s propagation speed of the wave in
Fig. 3(b) is faster than the sound speeds in Fig. 7(a) indicat-
ing that this wave is a shock.

Figure 7(b) for the less-dense material shows that the
sound speed decreases from the initial density p
=223 g/cm?® to around 2.5 g/cm?’. This anomalous behav-
ior suggests that a wave generated in this material will ex-
hibit a ramp wave in this density range. Such is the behavior
exhibited by material in Figs. 5(c) and 5(d). The feature at
densities above 2.5 g/cm® propagating at 9.0 km/s in Fig.
5(c) is probably a shock since it is propagating faster than the
sound speeds in this density regime. The nature of the un-
steady feature at densities above 2.5 g/cm? in Fig. 5(d) is
less clear. It may be an unsteady shock evolving into a steady
shock on a time scale determined by the rate of chemical
changes in the material. It could also maintain its unsteady
character indefinitely or form a combination of shocks and
unsteady waves.

IV. DISCUSSION

Four distinct kinds of waves are observable in the simu-
lations of Figs. 3 and 5, summarized in Table I. In both cases,
the lowest density features are characterized by elastic com-
pression. The low-density features in Figs. 3(c), 5(c), and

5(d) are unsteady ramp waves associated with L= <0 on the
elastic isentrope with the exception of the case of Fig. 3(c)
where a fast rise can be observed at the leading edge of the
wave. The ~nm length scale rise distance of this feature
suggests it is a shock. The higher density features in Figs. 3
and 5 are associated with plastic deformation. The high den-
sity in Fig. 5(c) appears to be steady and therefore a shock,
but the higher density feature in Fig. 5(d) is unsteady, i.e.,

different density portions of the wave propagate at different
speeds. This wave may evolve into a steady shock if allowed
to propagate for sufficient time.

Table I gives some distinguishing qualities of these four
different types of waves which can be generated under rapid
dynamic compression. Some of these qualities can be uti-
lized to identify the type of wave from a hydrodynamic pro-
file. For example, elastic shocks are the only waves that have
rise times on the order of an optical phonon period.

This work is focused on the case where the initial wave
launched into the material has a nearly instantaneous rise
time. Waves generated by various experimental approaches
can have rise times from 1 ps to nanoseconds and longer for
laser platforms. Slower drives add some additional diversity
in the types of wave behavior than can be observed. In par-
ticular, wave steepening processes can point to shock wave
formation.

V. CONCLUSIONS

We have performed molecular-dynamics simulations of
shocked amorphous carbon using the Tersoff potential and
find that a variety of dynamic compression features appear
for two different initial densities. These features include
steady elastic shocks, steady chemically reactive shocks, un-
steady elastic waves, and unsteady chemically reactive
waves. We show how these features can be distinguished by
analyzing time-dependent propagation speeds, time-
dependent sound speeds, and comparison to MSST simula-
tions. In addition to the direct simulations of dynamic com-
pression, we employ the (MSST and find agreement with the
thermodynamic states exhibited by the direct method. We
show how the MSST can be extended to include explicit
material viscosity and demonstrate on an amorphous
Lennard-Jones system.
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