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The long-time behavior of the first moment for the output signal of a fractional oscillator with fluctuating
frequency subjected to an external periodic force is considered. Colored fluctuations of the oscillator eigen-
frequency are modeled as a dichotomous noise. The viscoelastic type friction kernel with memory is assumed
as a power-law function of time. Using the Shapiro-Loginov formula, exact expressions for the response to an
external periodic field and for the complex susceptibility are presented. On the basis of the exact formulas it is
demonstrated that interplay of colored noise and memory can generate a variety of cooperation effects, such as
multiresonances versus the driving frequency and the friction coefficient as well as stochastic resonance versus
noise parameters. The necessary and sufficient conditions for the cooperation effects are also discussed. Par-
ticularly, two different critical memory exponents have been found, which mark dynamical transitions in the
behavior of the system.
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I. INTRODUCTION

Noise-induced phenomena in complex systems present a
fascinating subject of investigation since, contrary to all in-
tuition, environmental randomness may induce more order in
the behavior of the system. Stochastic resonance �SR� �1–3�,
the ratchet effect �4�, noise-induced spatial patterns �5�, first-
order phase transitions �6�, noise-induced multistability in
some models of ecological systems �7,8�, as well as anoma-
lous diffusion �9�, are a few examples in this field. One of the
objects of special attention in this context is the noise-driven
harmonic oscillator. The harmonic oscillator is the simplest
toy model for different phenomena in nature and as such it is
the typical theoretician’s paradigm for various fundamental
conceptions �10�. Since Chandrasekhar �11� originally con-
sidered the problem of noise-driven dynamics of a Brownian
harmonic oscillator, the study of a harmonic oscillator with
random frequency is a subject that has been extensively in-
vestigated in different fields including physics �12,13�, biol-
ogy �14�, and chemistry �15�. In most of the previous analy-
sis the influence of white noise is considered. However, more
realistic models of many systems, e.g., biological ones re-
quire considering a colored noise �16�. It is shown that the
influence of colored noise on the oscillator eigenfrequency
may lead to different resonant phenomena. First, it may
cause energetic instability �12,17,18�. This phenomenon is a
stochastic counterpart of classical parametric resonance
�12,19�. Second, for bistable oscillators driven by a periodic
dichotomous noise a noise-induced coherence occurs, which
manifests itself as fractal trajectory patterns in the phase
plane of the Poincare’ map of the flow �20�. Third, if the
oscillator is subjected to an external periodic force, the be-
havior of the amplitude of the first moment of the output
signal shows a nonmonotonic dependence on noise param-
eters, i.e., SR �18,21,22�. To avoid misunderstandings, let us
mention that we use the term stochastic resonance in a wide
sense, meaning the nonmonotonic behavior of the output sig-

nal or some function thereof �moments, signal-to-noise ratio�
in response to noise parameters �3,21,23�.

Another popular generalization of the harmonic oscillator
consists in replacing the usual friction term in the dynamical
equation for a harmonic oscillator by a generalized friction
term with a power-law-type memory �24–26�. The dynami-
cal equation for such an oscillator is a special case of the
more general fractional Langevin equation �see, e.g., �27��.
The main advantage of this equation is that it provides a
physically transparent and mathematically tractable descrip-
tion of the stochastic dynamics in systems with slow relax-
ation processes and with anomalous slow diffusion �subdif-
fusion�. Examples of such systems are supercooled liquids,
glasses, colloidal suspensions, dense polymer solutions
�28,29�, viscoelastic media �30�, and amorphous semicon-
ductors �31�. Even anomalous diffusive dynamics of atoms
in biological macromolecules and intrinsic conformational
dynamics of proteins can be subdiffusive �26,32�. This
method has also been successfully used in describing anoma-
lous diffusion phenomena for reaction kinetics and fluores-
cence intermittency of single enzymes �33� and for nuclear
fusion reactions �34�.

Although the behavior of both above-mentioned generali-
zations of the harmonic oscillator are investigated in detail
�see, e.g., �18,24��, it seems that proper analysis of the po-
tential consequences of an interplay of colored eigenfre-
quency fluctuations, external periodic forcing, and memory
effects in an oscillator is still missing in literature. This is
quite surprising in view of the fact that the importance of
colored fluctuations and viscoelasticity �friction with a long-
time memory� for biological systems, e.g., for living cells,
has been well recognized �30,35�.

Thus motivated, we consider a fractional oscillator with a
power-law memory kernel subjected to an external periodic
force. The influence of the fluctuating environment is mod-
eled by a multiplicative dichotomous noise �fluctuating
eigenfrequency�.

The main purpose of this paper is to provide exact formu-
las for analytical treatment of the dependence of certain out-
put characteristics of the oscillator, such as the response
function and complex susceptibility, on various system pa-*erkki.soika@tlu.ee
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rameters: viz. the noise correlation time, noise amplitude,
friction coefficient, memory exponent, and driving fre-
quency. Based on those exact expressions we demonstrate
that SR is manifested in the dependence of the output char-
acteristics of the noisy fractional oscillator upon the noise
parameters. Furthermore, we will show that in certain param-
eter regions the response function and the complex suscepti-
bility of the oscillator exhibit a multiresonance behavior ver-
sus the driving frequency, and even versus the friction
coefficient. Moreover, we have found two critical memory
exponents �, which mark the transitions between various dy-
namical regimes of the oscillator.

To our knowledge, some resonance phenomena consid-
ered in this paper, e.g., a multiresonancelike dependence of
the amplitude of the mean oscillator displacement on the
friction coefficient �, a two-band structure of the �−� phase
diagrams for the existence of SR and the associated friction-
induced re-entrant transitions between different dynamical
regimes of the oscillator, are noise-induced effects that have
never been observed, let alone discussed before.

The structure of the paper is as follows. In Sec. II we
present the model investigated. Exact formulas are found for
the long-time behavior of the first moment of the oscillator
displacement and for the complex susceptibility. In Sec. III
we analyze the dependence of the output characteristics on
the system parameters. Section IV contains some brief con-
cluding remarks. Some formulas are delegated to the Appen-
dix.

II. MODEL AND COMPLEX SUSCEPTIBILITY

A. Model

As a model for an oscillatory system strongly coupled
with a noisy environment, we consider a dichotomically per-
turbed oscillator with a power-law-type memory friction ker-
nel

Ẍ +
�

��1 − ���0

t 1

�t − t��� Ẋ�t��dt� + ��2 + Z�t��X

= A0 cos��t� , �1�

where Ẋ�dX /dt, X�t� is the oscillator displacement, � is a
friction constant, 0���1 is the fractional exponent, and �
is the gamma function. Fluctuations of the frequency �2 are
expressed by a Markovian dichotomous noise Z�t�, which
consists of jumps between two values: z1=a and z2=−a, with
a�0 �36�. The jumps follow, in time, the pattern of a Pois-
son process, the values occurring with the stationary prob-
abilities ps�a�= ps�−a�=1 /2. In a stationary state the fluctua-
tion process Z�t� satisfies

�Z�t�� = 0, �Z�t + 	�Z�t�� = a2e−
			, �2�

where the switching rate 
 is the reciprocal of the noise
correlation time 	c=1 /
, i.e., Z�t� is a symmetric zero-mean
exponentially correlated noise. As in this work we will re-
strict ourselves to the behavior of the first moment �X�t��, all
results are also applicable in models where an additive noise
��t�, which is statistically independent from Z�t� and has a

zero mean, is included on the right side of Eq. �1�. For ex-
ample, depending on the physical situation, the noise ��t� can
be regarded either as an internal noise, in which case its
stationary correlation satisfies Kubo’s second fluctuation-
dissipation theorem �37� expressed as

���t + 	���t�� = kBT����1 − ���−1			−�,

�here kB is the Boltzmann constant and T is the temperature
of the heat bath�, or as an external noise, in which case the
driving noise ��t� and the dissipation may have different ori-
gins and no fluctuation-dissipation relation holds.

To find the first moment of X, we use the well-known
Shapiro-Loginov procedure �38�, which for an exponentially
correlated noise Z�t� yields

d

dt
�Zm� = 
Z

dm

dt
� − 
�Zm� , �3�

where m is an arbitrary function of the noise, m=m�Z�.
From Eqs. �1� and �3�, we thus obtain an exact linear

system of four first-order integrodifferential equations for

four variables, x1��X�, x2��Ẋ�, x3��ZX�, and x4��ZẊ�,

ẋ1 = x2,

ẋ2 = − �2x1 − x3 −
�

��1 − ���0

t x2�t��dt�

�t − t��� + A0 cos��t� ,

ẋ3 = x4 − 
x3,

ẋ4 = − a2x1 − �2x3 − 
x4

−
�

��1 − ��
e−
t�

0

t x4�t��
�t − t��� e
t�dt�. �4�

The solution of Eqs. �4� can be represented in the form

xi�t� = �
k=1

4

Hik�t�xk�0� + A0�
0

t

Hi2�t − t��cos��t��dt�, �5�

where the constants of integration xk�0� are determined by
the initial conditions and the relaxation functions Hik�t�, with
Hik�0�=�ik, are the inverse forms of the Laplace transforms

Ĥik�s� given by Eq. �A2� in the Appendix. One can check the
stability of solution �5�, which, according to the results of
Ref. �39�, means that, the solutions sj of the equation �cf. Eq.
�A2��

�s2 + �s� + �2���s + 
�2 + ��s + 
�� + �2� − a2 = 0, �6�

cannot have roots with a positive real part. This requirement
is met if the inequality

a2 � acr
2 = �2��2 + �
� + 
2� , �7�

holds. Henceforth in this work we shall assume that condi-
tion �7� is fulfilled. Thus in the long-time limit, t→
, the
memory about the initial conditions will vanish �see Eq.
�A3�� as
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�
k=1

4

H1k�t�xk�0� 

���2 + �
� + 
2�x1�0�

��1 − ����2��2 + �
� + 
2� − a2�t�

+ O�t−�1+��� , �8�

and the average oscillator displacement �X�t�� is given by

�X�as � �X�	t→
 = A0�
0

t

H12�t − t��cos��t��dt�. �9�

Let us now consider, in brief, the physical meaning of in-
equality �7�. Equation �1� can be considered as one-
dimensional motion in the dichotomically switching poten-
tial profile

U�X,t� = − ��2 + Z�t��
X2

2
.

If the noise amplitude a��2, then both potential profiles,
U��x�=−��2�a�x2 /2, correspond to stable dynamics with
binding potentials and thus also the whole dynamics of the
system �1� is stable. In the case of a��2 the potential U+
corresponds to a stable state, and U− corresponds to an un-
stable one �the potential is repulsive�. For a very slow
switching rate 
→0, there is a nonzero probability that in an
unstable state some trajectories tend to infinity and so the
whole dynamics is unstable; thus in this case acr

2 =�4. At very
fast flippings, 
→
, the system �1� behaves as a stable de-
terministic system with the average potential U�X�=
−�2x2 /2 and the corresponding value of critical noise ampli-
tude tends to infinity. In the intermediate region of the
switching rate there exists a finite threshold value of the
noise amplitude acr, which grows by increasing 
, and above
which the dynamics of the whole system is unstable. So, in
the case of �4�a2��2��2+
2+�
�� the stability criterion
�7� can be interpreted as a particular realization of the phe-
nomenon of noise-induced stability �40� for the average os-
cillator displacement in model �1�. Note that the above sce-
nario is oversimplified at intermediate values of 
, where
energetic instability of higher moments �which can appear as
a stochastic counterpart of the deterministic parametric reso-

nance� is possible �18�. Let us mention that in this work all
results, conclusions, and figures �except for some minor de-
tails in Figs. 6�b� and 6�d�� are true also in the case of a2

��4, i.e., if both potential profiles U��x�=−��2�a�x2 /2
correspond to stable dynamics, which can be relevant for
large classes of biological and physical model systems, e.g.,
see �8,12,21,35,40,41�. Finally, we note that the physical ar-
guments to investigate the model �1�, which describes oscil-
lator dynamics in a viscoelastic environment, are mainly the
same as for the ordinary oscillator with fluctuating frequency
in a normal viscous environment �12,21�. Particularly, in
view of the recent experiments on protein conformational
dynamics and associated theoretical models �26,32�, consid-
eration of influence of an external environmental noise in the
context of such models could be useful.

B. Complex susceptibility

From Eq. �9� it follows that the complex susceptibility
���� of the dynamical system �1� is given by

���� = ����� + i����� = Ĥ12�− i�� , �10�

where ����� and ����� are the real and the imaginary parts
of the susceptibility, respectively, while

Ĥ12�− i�� = �
0




ei�tH12�t�dt .

Equation �9� can be written by means of the complex sus-
ceptibility as �42�

�X�as = A cos��t + �� , �11�

with the output amplitude

A = A0	�	 , �12�

and the phase shift

� = arctan�−
��

��
� . �13�

Using Eqs. �10� and �A2� we obtain for A and � that

A2 = A0
2

�f1
2 + f3

2�

� f1f2 − ���f3 sin���

2
� − a2�2

+ � f2f3 + ���f1 sin���

2
��2

, �14�

and

� = arctan�a2f3 + ����f1
2 + f3

2�sin���

2
�

a2f1 − f2�f1
2 + f3

2�
� , �15�

where

f1 ª �2 + 
2 − �2 + ��
2 + �2��/2cos�� arctan��



�� ,

f2 ª �2 − �2 + ��� cos���

2
� ,

RESONANT BEHAVIOR OF A FRACTIONAL OSCILLATOR… PHYSICAL REVIEW E 81, 011141 �2010�

011141-3



f3 ª 2�
 + ��
2 + �2��/2sin�� arctan��



�� . �16�

The analytical expressions �14�–�16� belong to the main re-
sults of this work. They fully determine the behavior of the
average oscillator displacement in response to system param-
eters in the long-time limit. Also the real and the imaginary
parts of the susceptibility are experimentally measured quan-
tities for many systems �28,30� and so it is interesting to
explore their behavior for system �1�. The exact formulas for
�� and �� are given in the Appendix by Eqs. �A4� and �A5�.
Here we also emphasize that for all figures throughout this
work we use a dimensionless formulation of the dynamics
with a scaling of the following form:

�̃ =
�

�2−� , t̃ = �t, ã =
a

�2 , 
̃ =



�
, �̃ =

�

�
, X̃ =

X�2

A0
,

�17�

i.e., �̃=1, Ã0=1.

III. RESULTS

A. Bona fide resonance

By the use of Eq. �14� we can now explicitly obtain the
behavior of A��� for any combination of the system param-
eters �, �, 
, a, and �2. For a conventional deterministic
oscillator with �=1 and a=0, there is resonance if the con-
dition ��� /�2 is satisfied. If this condition is not satisfied,
A��� is a monotonically decreasing function of �. In the
case of model �1� the picture of the resonance behavior of
A��� is quite different. When investigating by Eq. �14� the
dependence of A on the frequency �, three different types of
graphs emerge for A���. In Fig. 1 these three types are rep-
resented as depending on the parameters � and 
. In the
resonance regime �curves �1�–�3� in Fig. 1�, for small values
of the noise switching rate 
 the positions of the resonance
peaks for �X� reproduce quite exactly the two-level structure
of the multiplicative noise Z�t�. These two resonance peaks
occur at the frequencies �1,2
��2+��a if � is small. By
increasing the switching rate 
 the positions of both peaks
shift to �
��2+�, where three extrema merge �cf. curve

�2� in Fig. 1�. Such behavior of A��� is a simple conse-
quence of the circumstance that by increasing the switching
rate, the dynamical behavior of the system �1� tends to the
dynamics of the corresponding deterministic system with the
average potential U�x�=−�2x2 /2. If the driving frequency �
tends to zero, the square of the amplitude A is given by

A	�=0
2 = A0

2 ��2 + 
2 + �
��2

��2��2 + 
2 + �
�� − a2�2 . �18�

It can be seen that A	�=0
2 tends to infinity as the noise ampli-

tude a2 approaches the critical value acr
2 =�2��2+
2+�
��,

i.e., A	�=0
2 diverges at the boundary of the stability region

�see Eq. �7��. Similarly to the case of a deterministic frac-
tional oscillator, there exists a critical exponent �1 that does
not depend on other system parameters and satisfies the re-
lation �see also �24��:

��1 + 2�2cos2���1

2
� − 8�1 = 0. �19�

For any ���1
0.441 there always exist specific frequen-
cies �r �which depend on other system parameters� for
which the system displays resonance. So the nonresonance
behavior of A��� is possible only if ���1 �see also Fig. 2�.

Figure 2 shows phase diagrams in the �−� plane for three
values of the noise switching rate 
 at a2=0.6. The shaded
regions in the figure correspond to those regions of the pa-
rameters � and �, where resonance versus � is possible. Two
phases can be discerned in the resonance domain: the light
gray region, where one resonance peak appears, and the dark
gray region, where a double-peak phenomenon is observed.
As the noise switching rate increases, the dashed line in Fig.
2 monotonically shifts down and disappears at a critical
value of the switching rate 
c�a2� which depends on the noise
amplitude. Hence in the case of 
�
c�a2� the phenomenon
of double resonance is not possible. The borders of the dif-
ferent phases and the critical noise switching rate 
cr�a2� can
be found from the equations

d

d�
A2��� =

d2

d�2A2��� = 0, �20�

by numerical calculations. It is remarkable that the critical
parameter 
cr�a2� increases monotonically from zero to 
cr

0.614� when the parameter a2� �0,�4� increases. When
the memory exponent � tends to �1, the boundary between
the resonance and nonresonance phases tends to infinity.
Note that one of the physical explanations for the different
dynamics of system �1� in the regions ���1 and ���1 is
based on the cage effect. An excellent explanation of this
effect for a deterministic fractional oscillator �without noise�
is provided in �24�. According to Ref. �24�, the critical
memory exponent �1 marks a nonsmooth transition between
normal friction ��→1� and elastic friction ��→0�. For
small � the friction force induced by the medium is not just
slowing down the particle but also causing the particle to
develop a rattling motion.

To see this for the stochastic oscillator �1�, consider Eq.
�14� in the case of adiabatic noise �
→0�. In this limit we
obtain

0.0 0.5 1.0 1.5 2.0
0

5

10

15

�

A
2

�3�

�1�
�2�

�4�

FIG. 1. The amplitude A of the mean value of the oscillator
displacement �X�t�� vs the driving frequency � at �=0.7, A0=�
=1, and a2=0.4. �1� Solid line: �=0.1 and 
=0.1; �2� dotted line:
�=0.1 and 
=0.3; �3� dashed-dotted line: �=0.9 and 
=1.0; �4�
dashed line: �=0.9 and 
=0.1.
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A2 = A0
2 ��ef

2 − �2�2 + �ef
2 �2

���ef
2 − a − �2�2 + �ef

2 �2����ef
2 + a − �2�2 + �ef

2 �2�
,

�21�

where

�ef
2 = �2 + ��� cos���

2
� ,

�ef = ���−1 sin���

2
� . �22�

Formula �21� is exactly the same as can be derived from
the results of �18� for an ordinary stochastic oscillator �with-
out memory, �=1� if we replace the eigenfrequency � and
the friction coefficient � with the corresponding effective
quantities �ef and �ef. Thus, our model �with memory� is
equivalent to a stochastic oscillator without memory, but
with the effective parameters �22�. From Eqs. �22� it can
easily be seen that by decreasing � the effective eigenfre-

quency increases and the effective friction coefficient de-
creases, thus demonstrating the increasing role of elastic
friction.

The existence of the cage effect for small enough � is
observed not only for the response function A but also for
other quantities. In Fig. 3 we plot the dependencies of the
imaginary and real parts of the susceptibility at a parameter
regime with �=0.25 on the driving frequency �. An inter-
esting peculiarity of Fig. 3�a� is that there is not only one
peak present for the loss ����� as is expected for a deter-
ministic oscillator without memory, but instead we observe a
three-peak phenomenon. Note that the double-peak phenom-
enon of the loss vs � for supercooled liquids and protein
solutions is a well-known phenomenon and usually treated
by means of mode-coupling theory �28,43,44�.

A Cole-Cole plot of complex susceptibility, presented in
Fig. 3�b�, shows that for this value of � we have three effec-
tive characteristic frequencies in the system: the two higher
frequencies correspond to the oscillating processes by the
noise phases z=a and z=−a �the right side of panel �b��,
while the lower one is responsible for the monotonic decay
�the left side�. For the deterministic fractional oscillator a
corresponding interpretation of a Cole-Cole plot and a con-
nection with a Debye model and with a Van Vleck-
Weisskopf-Fröhlich type of behavior �42� have been previ-
ously considered in �24�.

B. Friction-induced resonance

The main purpose of this section is to demonstrate that a
resonance-like phenomenon is manifested in the dependence

0 1 2 3 4 5
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Γ
�a�

�1�

�0�

�2�

0 1 2 3 4 5

0.2

0.4

0.6

0.8

1.0

1.2

Γ

�b�

�2�

�1�

�1� �1�

�0�

0 1 2 3 4 5
0.0

0.2

0.4

0.6

0.8

1.0

1.2

�ln�1�Α��

Γ

�c�
�0�

�1�

FIG. 2. A semilogarithmic plot of the phase diagram in the �
−� plane for the existence of a resonance of A vs the driving fre-
quency � at A0=�=1, and a2=0.6. In the unshaded region �0� the
resonance is impossible. The light gray region �1� corresponds to
the domain where the resonance has one peak. In the dark gray
region �2� a multiresonance with two peaks occurs. The thin dashed
line depicts the position of the critical memory exponent �=�1


0.441. The critical value of the switching rate 
cr�0.6�
0.494.
Panels: �a� 
=0, �b� 
=0.25, and �c� 
=0.5.

0.0 0.5 1.0 1.5 2.0 2.5 3.0
�1.0

�0.5

0.0

0.5

1.0

1.5

2.0

�

Χ�
,Χ
�

,A 0.0 0.1 0.2 0.3 0.4
0.30
0.35
0.40
0.45
0.50�a�

�1 0 1 2 3
0.0

0.5

1.0

1.5

2.0

Χ�

Χ�

�b�

FIG. 3. Multiresonance of the response of the stochastic oscil-
lator �1� to the driving frequency �. Parameter values: A0=�=1,
�=0.25, 
=0.01, �=0.8, and a2=0.9. Panel �a�: solid line: the
imaginary part ����� of the complex susceptibility; dashed line: the
real part ����� of the complex susceptibility; dotted line: the re-
sponse function A���. The inset depicts the behavior of �� vs � at
small values of the driving frequency �. Panel �b�: the Cole-Cole
plot of �� as a function of ��. The system parameters are the same
as in panel �a�.
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of the response A��� for the oscillator �1� upon the friction
coefficient �. This result is somewhat surprising because, in
the corresponding deterministic models ��=1, noise absent�,
the amplitude of the output oscillations is well known to be
monotonically decreasing when � increases. In Fig. 4 several
graphs depict the behavior of A versus � for different repre-
sentative values of other system parameters. These graphs
show a typical resonancelike behavior of A���. As a rule, the
maximal value of A increases as the driving frequency �
decreases, while the positions of the maxima are monotoni-
cally shifted to higher � as � rises �see Fig. 4�a��. Moreover,
for some values of the system parameters a multiresonance
with two maxima appears. Although the dependence of A on
the system parameters is generally very complicated �see
Eqs. �14� and �16�� and thus simple analytical conditions for
the appearance of a resonance behavior of A versus � are not
available, it is possible to find them for some particular
cases. In particular, for the case of the fast noise limit �

→
� we obtain that the necessary and sufficient conditions
for the appearance of friction-induced resonance are

� � 1, � � � . �23�

The corresponding position of the maximum is determined
by

�m =
1

�� ��2 − �2�cos���

2
� . �24�

This result is in accordance with the physical intuition
that at the fast-noise limit, i.e., at very high frequencies of
colored fluctuations the system is under the influence of the
average eigenfrequency, ��2+Z�t��=�2, and thus the system
behaves as a deterministic fractional oscillator �without
noise�. Evidently, in this case the friction-induced resonance
is a memory effect, because in the system without memory
��=1� the phenomenon is absent.

At the long-correlation-time limit �
=0� we analyze the
behavior of A vs � for the strong memory ��→0� and low
memory ��→1� regimes separately. In the case of strong
memory, the following characteristic regions can be dis-
cerned for the driving frequency �. �i� There is no resonance
if �2��2−a. �ii� In the case of ��2−a���2��2 there ex-
ists one resonance peak. �iii� If �2��2��2+a, then the
curve A��� displays two extrema: a minimum and a maxi-
mum. �iv� In the case of �2��2+a a multiresonance with
two peaks appears.

For �=1, i.e., no memory, the qualitative behavior of the
response versus � is different from the case of strong
memory. The resonance vs � exists only if

�2 + a��5 − 2 � �2 � �2 − a��5 − 2, �25�

and

�m =
1

�
�a�a2 − 4��2 − �2�2 − ��2 − �2�2. �26�

Hence, the phenomenon is possible if

a2 � �2 + �5���2 − �2�2. �27�

This result is in accordance with the results of Ref. �22�,
where friction-induced resonance for an ordinary oscillator
with fluctuating frequency was previously reported. Thus, for
intermediate values of �, 0���1, friction-induced reso-
nance forms as a result of a nonlinear interplay between
memory and colored noise generated effects. An illustration
of the last mentioned claim is the formula

�m =
a

�� , �28�

which determines the position of the resonance peak in the
case of 
=0 and �=�. The corresponding maximal value of
A��� reads as

Amax
2 ��� =

A0
2

2a2�1 − cos�����
. �29�

Evidently, the maximum of A increases rapidly as the noise
amplitude a decreases or as the memory exponent � tends to
zero.

In conclusion, we emphasize that, as indicated by the re-
sults of this section, the formation of the multiresonance ver-
sus � can be explained as a nonlinear interplay of two dif-
ferent resonance effects: one caused by multiplicative
colored noise and another which is due to memory effects.

C. Stochastic resonance

Our next task is to examine the dependence of the re-
sponse A on the noise amplitude a. In Fig. 5 we depict the
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FIG. 4. Dependence of the response function A on the friction
coefficient � at A0=�=1. Panel �a� depicts the resonancelike be-
havior of the function A2��� at various values of the driving fre-
quency �. Other parameter values: 
=0.1, �=0.1, and a2=0.4.
Solid line: �=1.5; dashed line: �=1.18; dotted line: �=0.95;
dashed-dotted line: �=0.3. Panel �b�: A2 vs � at different values of
the memory exponent �. Other parameter values: 
=0.1, a2=0.4,
and �=0.95. Solid line: �=0.15; dashed line: �=0.2; dotted line:
�=0.5; dashed-dotted line: �=0.9. Note that the maximal value of
A2 increases as the memory exponent � decreases.
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behavior of A�a� for various values of the system parameters.
As is shown in Fig. 5, curves �1�–�3� exhibit a resonancelike
maximum at some values of a, i.e., a typical SR phenomenon
appears at increase in a �18�. The existence of such an SR
effect depends strongly on other system parameters. From
Eq. �14� one can easily find the necessary and sufficient con-
ditions for the emergence of SR due to noise amplitude
variations. Namely, nonmonotonic behavior of A�a� appears
in the stability region, 0�a�acr �see Eq. �7��, for the pa-
rameter regime where the following inequalities hold:

���f3 sin���

2
� � f1f2 � ���f3 sin���

2
� + acr

2 . �30�

In this case the response A�a� reaches the maximum at

a2 = am
2 = f1f2 − ���f3 sin���

2
� � acr

2 . �31�

For example, at 
=0 and �=� we obtain

am
2 = �2�2� cos����, � � 0.5. �32�

In Fig. 6 the conditions �30� are illustrated in the parameter
space �� ,�� with four panels. The dark gray shaded regions
in the figure correspond to those regions of the parameters �
and �, where SR versus a is possible. Note that in the light
gray regions the response A�a� formally also exhibits a reso-
nancelike maximum, but in those regions the first moment
�X�t�� is unstable at the resonance regime and that renders
formula �14� physically meaningless. The curves of the
boundaries of the resonance regions are determined by the
condition am

2 �0, and are represented analytically in the Ap-
pendix with Eqs. �A7� and �A8�. One can discern two find-
ings. The first is the existence of a critical �c, which depends
only on the ratio of the driving frequency � to the noise
switching rate 
, and is given by Eq. �A9�,

�c =
�

� + 2 arctan��/
�
. �33�

Particularly, in the adiabatic case �
→0� the critical ex-
ponent �c is 0.5 and in the fast-noise limit �
→
� �c tends

to 1. It is seen that the critical exponent �c marks a sharp
transition in the behavior of systems with fractional dynam-
ics. At �c, one of the boundaries ���� between the resonance
and nonresonance regions tends to infinity. The second find-
ing is that depending on the driving frequency �, three dif-
ferent cases can be discerned. �i� For �2��2, the resonance
vs a appears in the stability region for all values of � when
���c, but if ���c, there is an upper border ���� above
which the resonance is absent �Figs. 6�a� and 6�b��. �ii� In the
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FIG. 5. SR for the response function A versus the noise ampli-
tude a at various values of the friction coefficient �. Other param-
eter values: A0=�=1, 
=0.1, �=0.1, and �=1.8. �1� Solid line:
�=1.3; �2� dashed line: �=1.5; �3� dotted line: �=2.85; �4� dashed-
dotted line: �=2.3. Note that in the case of curve �4�, �=2.3, the
phenomenon of stochastic resonance is absent. The inset empha-
sizes the nonmonotonic behavior of the curve �3�.
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FIG. 6. A plot of the phase diagrams for SR in the �−� plane at
A0=�=1. In the unshaded region the resonance of A versus the
noise amplitude a is impossible. In the light gray region the func-
tion A�a� exhibits a maximum at am�acr �see Eq. �7��, i.e., at am

the first moment of the oscillator displacement �X�t�� is unstable. In
the dark gray domain a stochastic resonance for A vs a occurs �in
the stability region�. The thin dashed line depicts the position of the
critical memory exponent �c, �Eq. �33��. Panel �a�: 
=0, �=0.6;
panel �b�: 
=1.0, �=0.6; panel �c�: 
=0, �=1.8; panel �d�; 

=1.0, �=1.8.
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case of �2��2��2+
2, for ���c, the resonance exists
only if ���2−�2; in the region ���c the resonance is
absent. �iii� At the driving frequency regime �2��2+
2, if
���c, the interesting peculiarity of the diagram is that there
are two disconnected regions �the shaded areas in Figs. 6�c�
and 6�d�� where the resonance can appear. Thus, in this case
increasing �decreasing� values of the friction parameter �
induce reentrant transitions between different dynamical re-
gimes of the oscillator. Namely, an increase in � can induce
transitions from a regime where SR versus a is possible to
the regime where SR is absent, but SR appears again through
a reentrant transition at higher values of �. An important
observation here is that the region where the resonance is not
possible grows as the noise switching rate 
 increases. This
tendency is in accordance with the fact that at high values of
the noise switching rate the system �1� behaves as a deter-
ministic fractional oscillator �without noise�. At �=0 the
resonance is possible if ���2−�2 or if ���2−�2−
2. For
���c the resonance appears only for relatively small values
of �. In the case of �=1 the upper value of � is given by

� =
1

2�2 �
��2 − 3�2� + �4�4
2 + ��2 − �2�2�4�2 + 
2�� .

�34�

These results are highly unexpected for SR, but agree
with the description of the friction force for small � as an
elastic force due to the cage effect. To clarify the last state-
ment, let us take a closer look at the adiabatic limit, 
→0.
From Eqs. �21� and �22� we obtain, that SR versus a is pos-
sible if the effective friction coefficient �ef is sufficiently
small in comparison with the difference between the driving
frequency � and the effective eigenfrequency �ef, i.e.,

�ef �
	�ef

2 − �2	
�

. �35�

As because of the cage effect, by decreasing the memory
exponent � the effective friction coefficient �ef decreases
and �ef increases �cf. Eq. �22��, the difference between the
regimes ��� and ��� is not surprising. Namely, in the
case of ��� the right side of the inequality �35� increases
monotonically as � decreases, but if ���, the dependence
of 	�ef

2 −�2	 on � is either monotonically decreasing or non-
monotonic. It is remarkable that in the adiabatic case, the
borders ����� of the SR domains are given by a relatively
simple formula �cf. also Figs. 6�a� and 6�c�, and Eqs. �A7�
and �A8��

����� =
�2 − �2

���cos���

2
� � sin���

2
�� , � � 0. �36�

Note a singular behavior of �−��� at �=�c=0.5.
Finally, the phenomenon of SR is not restricted to non-

monotonic dependence of A on the noise amplitude a. Figure
7 depicts the behavior of the response A versus the noise
switching rate 
 for different values of the friction coefficient
�. In this figure, one observes the resonance versus 
, which
apparently gets more and more pronounced as the friction

coefficient � decreases. It is remarkable that in contrast to the
case A vs a, SR vs 
 depends on the exponent � very
weakly: as � increases from 0 to 1 only a slight deformation
of the curves A�
� can be observed.

IV. CONCLUSIONS

We have studied, in the long-time regime, the response
function, and the complex susceptibility of a stochastic frac-
tional oscillator with a power-law memory kernel for the
friction term. The influence of the fluctuating medium is
modeled by a multiplicative dichotomous noise. The
Shapiro-Loginov formula �38� allows us to find a closed sys-
tem of equations for the first-order moments and an exact
expression for the complex susceptibility. A major virtue of
the investigated model is that an interplay of the colored
dichotomous noise, the external periodic forcing, and
memory effects in a noisy, fractional oscillator can generate a
rich variety of nonequilibrium cooperation phenomena.
Namely, �i� multiresonance of the imaginary part of the sus-
ceptibility versus the frequency of the driving force � �up to
three peaks�; �ii� existence of the critical memory exponent
�1
0.441 below which ����1� the resonance vs � of the
amplitude of the mean oscillator displacement �X�t�� occurs
for all values of the other system parameters �cf. also �24��;
�iii� friction-induced multiresonance, i.e., two resonance
peaks of the response function can be evoked by varying the
friction coefficient; �iv� a nonmonotonic dependence of the
response function on the amplitude a and the switching rate

 of the multiplicative noise �i.e., SR�; �v� the existence of a
band gap for values of the friction coefficient � between two
regions of �−� phase diagrams where SR vs a is possible at
sufficiently small values of the memory exponent �
��c�� /
�, and the associated friction-induced reentrant
transitions between different dynamical regimes of the oscil-
lator; particularly, the minimal value of the critical exponent
�c is 0.5.

We believe that the results of this paper not only supply
material for theoretical investigations of fractional dynamics
in stochastic systems, but also suggest some possibilities for
interpreting experimental subdiffusion results in biological
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FIG. 7. SR for A2 versus the noise switching rate 
, computed
from Eq. �14� at various values of the friction coefficient �. Other
parameter values: A0=�=1, a2=0.3, �=0.3, and �=0.8. Solid line:
�=0.04; dashed line: �=0.05; dotted line: �=0.06; dashed-dotted
line: �=0.1. Note that in the case of �=0.1 the phenomenon of
stochastic resonance is absent.
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applications, where the issues of memory and multiplicative
colored noise can be crucial �30,35�.

A further detailed study is, however, necessary especially
an investigation of the behavior of second moments. It re-
mains to be seen how the reported phenomena can be useful
to experimenters in the fields of stochastic resonance,
biopolymers, and transient dynamics of molecular and col-
loidal glasses.
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APPENDIX: FORMULAS FOR THE RELAXATION
FUNCTIONS

1. Laplace transforms of the relaxation functions

The relaxation functions Hik�t� in Eq. �5� can be obtained
by means of the Laplace transformation technique.

From Eqs. �4� and �5� with the initial conditions

Hik�0� = �ik,

we obtain the following system of algebraic linear equations

for Ĥik�s�:

sĤ1k − Ĥ2k = �1k,

�s + �s�−1�Ĥ2k + �2Ĥ1k + Ĥ3k = �2k,

�s + 
�Ĥ3k − Ĥ4k = �3k,

�s + 
 + ��s + 
��−1�Ĥ4k + �2Ĥ3k + a2Ĥ1k = �4k, �A1�

where k=1, . . . ,4 and Ĥik�s� is the Laplace transform of
Hik�t�, i.e.,

Ĥik�s� = �
0




e−stHik�t�dt .

The solution of Eq. �A1� reads as

Ĥ11�s� =
1

D�s�
�s + �s�−1���2 + �s + 
�2 + ��s + 
��� ,

Ĥ21�s� =
1

D�s�
�a2 − �2��2 + �s + 
�2 + ��s + 
���� ,

Ĥ31�s� = −
a2

D�s�
�s + �s�−1� ,

Ĥ41�s� = −
a2

D�s�
�s + 
��s + �s�−1� ,

Ĥ12�s� =
1

D�s�
��2 + �s + 
�2 + ��s + 
��� ,

Ĥ22�s� =
s

D�s�
��2 + �s + 
�2 + ��s + 
��� ,

Ĥ32�s� = −
a2

D�s�
,

Ĥ42�s� = −
a2

D�s�
�s + 
� ,

Ĥ13�s� = −
1

D�s�
�s + 
 + ��s + 
��−1� ,

Ĥ23�s� = −
s

D�s�
�s + 
 + ��s + 
��−1� ,

Ĥ33�s� =
1

D�s�
�s2 + �s� + �2��s + 
 + ��s + 
��−1� ,

Ĥ43�s� =
1

D�s�
�a2 − �2�s2 + �s� + �2�� ,

Ĥ14�s� = −
1

D�s�
,

Ĥ24�s� = −
s

D�s�
,

Ĥ34�s� =
1

D�s�
�s2 + �s� + �2� ,

Ĥ44�s� =
1

D�s�
�s + 
��s2 + �s� + �2� , �A2�

where

D�s� = �s2 + �s� + �2���2 + �s + 
�2 + ��s + 
��� − a2.

2. Asymptotic behavior of the relaxation functions

Now we present the behavior of the functions H1k�t�, k
=1, . . . ,4, at a long-time limit �t→
�. The asymptotic be-
havior of H1k�t� is obtained from Eq. �A2� using the Taub-
erian theorem �45�

H11�t� 

�b

��2b − a2���1 − ��
t−�,

H12�t� 

��b2

��2b − a2�2��1 − ��
t−�1+��,

H13�t� 
 −
��b�
 + �
�−1�

��2b − a2�2��1 − ��
t−�1+��,
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H14�t� 
 −
��b

��2b − a2�2��1 − ��
t−�1+��, �A3�

where t→
 and bª�2+
2+�
�. From Eq. �A3� it follows
that for large t the relaxation function H1k�t� decays as a
power law. Note that the applicability of Eq. �A3� is possible
only under the condition: a2��2b, �cf. Eq. �7��.

3. Complex susceptibility

Here the exact formulas for the imaginary part �� and for
the real part �� of the complex susceptibility will be repre-
sented. From Eqs. �10� and �A2� one can conclude that the
quantities �� and �� are given by

�� =
f2�f1

2 + f3
2� − a2f1

� f1f2 − ���f3 sin���

2
� − a2�2

+ � f2f3 + ���f1 sin���

2
��2

, �A4�

and

�� =

����f1
2 + f3

2�sin���

2
� + a2f3

� f1f2 − ���f3 sin���

2
� − a2�2

+ � f2f3 + ���f1 sin���

2
��2

, �A5�

where the coefficients f j, j=1,2 ,3, are determined by Eq.
�16�.

4. Critical exponent �c

The regions in the parameter space �� ,�� where SR ver-
sus the noise amplitude a is possible, are determined by the
inequality am

2 �0 with Eq. �31�. The boundaries �1,2��� of
those regions are given by

am
2 = f1f2 − ���f3 sin���

2
� = 0, �A6�

where f1, f2 and f3 are expressed in Eq. �16�. From Eqs. �16�
and �A6� it follows, that

�1,2 =
1

2g
�− b � �b2 − 4cg� , �A7�

while

c = ��2 − �2���2 + 
2 − �2� ,

b = ����2 + 
2 − �2�cos���

2
� − 2
��+1 sin���

2
�

+ + ��2 − �2��
 + �2��/2cos�� arctan��



�� ,

g = ���
2 + �2��/2cos���arctan��



� +

�

2
�� . �A8�

It can be seen from Eqs. �A7� and �A8�, that one of the
boundaries �1,2��� tends to infinity if g tends to zero. This
happens as the memory exponent � tends to �c, where

�c =
�

� + 2 arctan��



� . �A9�

Thus, we have obtained Eq. �33�.
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