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Pattern formation induced by noise is a celebrated phenomenon in diverse reaction-diffusion systems. Here
we report numerical simulations with the Lengyel-Epstein model for the chlorine dioxide-iodine-malonic acid
reaction when perturbed with an external spatiotemporal stochastic forcing in the vicinity of the Hopf and
Turing codimension-two bifurcation. Competition between Turing and Hopf modes gives rise to the generation
of transient Turing patterns evolving to stationary global oscillations. This situation is reversed by the intro-
duction of external fluctuations and Turing patterns become dominant in this case. The increase in the spatial
coherence is found for intermediate noise intensity and small correlation length.
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Spatially extended systems may display different modes
of self-organization. Most common under reaction-diffusion
conditions are Hopf-oscillatory �spatially uniform� regimes
and Turing-patterned �time-steady� structures �1�. Situations
where both might coexist had been envisaged for a long time
although clear experimental evidences came only very re-
cently �2,3�. Above, but not far from codimension-two con-
ditions, one could interestingly look for a scenario of Hopf-
Turing competition. In this respect, a striking mechanism of
mode selection is here reported based on the use of spa-
tiotemporal noise with controlled strength and correlation pa-
rameters. In particular we demonstrate the dominance of Tur-
ing patterns over Hopf regimes under moderate random
forcing of small correlation length.

As a matter of fact, the possibility to order a system from
noise should not come as a surprise any more. A variety of
experimental and numeric realizations of such counterintui-
tive paradigm have accumulated during these last years, as
recently reviewed �4�. The Hopf to Turing noise-reversed
stability adds to the by now best known scenarios, from
noise-induced phase transitions to noise-mediated reso-
nances, to better assess the role of fluctuations in exploiting
nonlinearities to ultimately structure an spatially extended
system.

Our Rapid Communication refers to a chemical reaction-
diffusion system, one of the most appropriate contexts in
which to look for pattern tuning under external deterministic
stimuli �5,6�. This possibility of control extends to random
forcing as proved for wave patterns in the Belousov-
Zhabotinsky system �7,8� and for some reactions in catalytic
surfaces �9�. Studies of noise-induced Turing patterns, far
from other instabilities, have been also reported �10–12�.
Here, differently, we concentrate on the effects of noise on
competing modes �13,14�. We pursue our previous analysis
�13� reporting, both in experiments and numeric simulations,
a situation of noise-arrested oscillations in mixed Turing-
Hopf patterns of the photosensitive chlorine dioxide-iodine-
malonic acid �CDIMA� reaction �15�. This time our purely
numeric analysis encompasses a wider area, farther from the
codimension-two point, in the phase diagram of the corre-
sponding Lengyel-Epstein �LE� model �16�
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In this dimensionless form, u and v are proportional to the
activator �I−� and inhibitor �ClO2

−� concentrations; a ,b ,c are
parameters related to other initial concentrations and rate
constants and d denotes the ratio of diffusivities. ��x� , t�
stands for the illumination intensity. To mimic experiments
with fluctuating illumination, we prescribe ��x� , t�
=�0+��x� , t�, with ��x� , t� as an additive Gaussian zero-mean
random quantity described by the Ornstein-Uhlenbeck statis-
tics

���x�,t���x��,t��� =
�

�
e−	t−t�	/���x� − x��� , �2�

where � stands for the noise strength, whereas � introduces
the time correlation parameter. The noise is white in space
and colored in time and in particular �→0 recovers the
white-noise limit in time and space. The stochastic reaction-
diffusion equations �1� were solved using a standard five-
point formula for the two-dimensional �2D� Laplacian and
the Heun method for temporal integration �17�. We consider
no-flux boundary conditions.

Figure 1�a� shows the linear stability-based phase
diagram of the LE model around the reference state
�u0= �a−5�� /5c and v0= �25c2+ �a−5��2�a /25c�a−5���.
The solid lines correspond to the Turing and Hopf bifurca-
tions, crossing each other at the codimension-two point. A
dashed line calculated from numerical simulations bounds
from below the region of parameters where global �system-
size� oscillations are observed as final solution. Four differ-
ent representative conditions are spotted in the figure. Leav-
ing the stable region, we identify first, as shown in Fig. 1�b�,
a Turing instability giving rise to spots that pattern the me-
dium steadily. Next we enter the region where mixed modes,
in the form of oscillating spots, were reported �2� �see Fig.
1�c��. Past but not far from the line denoted global-Hopf we
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detect the conditions we will focus on hereafter: a Turing-
like patterned structure, initially evolved from random initial
conditions, looses stability and fades away as an advancing
front of uniform oscillation progressively invades the system
�see Fig. 1�d��. Finally the most extreme region is reached
where the oscillating regime undisputedly governs the whole
system �see Fig. 1�e��.

The striking effect of spatially distributed fluctuations in
stabilizing steady patterns over oscillatory modes is shown in
Fig. 2. To better assess the phenomenon, the conditions are
chosen such that we introduce, then transiently increase, and
finally remove the noise. Simulations start with a random
initial distribution of u and v. The extended system tran-
siently displays a Turing pattern, progressively replaced by a
global oscillatory mode �Fig. 2�a��. When external noise is
introduced, the regularly oscillating region gradually col-
lapses and spots reappear to eventually dominate the lattice
entirely �Fig. 2�b��. The spatiotemporal noise has thus con-
verted a uniform oscillatory regime into a steady spatial pat-
tern. If the strength of the noise is further increased the spa-
tial order is destroyed and a totally uncorrelated behavior is

observed composed of heterogeneous oscillations and ran-
domly appearing and disappearing spots in a noisy back-
ground �Fig. 2�c��. The reduction in noise intensity permits
the recovery of the steady spatial pattern �Fig. 2�d��. The
time needed for the development of the spatial pattern in this
case is faster than in the case where the spatial pattern arose
from global oscillations �Fig. 2�b��. If the noise is finally
switched off, global oscillations regain the whole system
�Fig. 2�e��.

In the presence of low-strength fluctuations, the system
dynamics is not affected and is dominated by global oscilla-
tions. Above a certain level of noise, conversely, there is no
signature of spatial and temporal coherence as mentioned
above. Between these two limits one expects to find an op-
timal noise strength which maximizes the spatial coherence
of the pattern. To characterize this coherence enhancement,
we calculate the spatial autocorrelation function C�� , t�
= ��v�x , t�− v̄��v�x+� , t�− v̄��. To eliminate any residual de-

FIG. 1. �Color online� �a� Phase diagram of the LE model for
fixed parameters c=0.3, d=1.07, and �0=3.2. Vertical and curved
solid lines correspond, respectively, to Turing and Hopf bifurca-
tions. Dashed line distinguishes the region with global oscillations.
Circles �black and gray� denote parameter values employed for the
deterministic simulations with �b� a=17.9, �c� a=18.2, �d� a=18.5,
and �e� a=18.8. For each evolution we show four snapshots
corresponding to t=50 t.u., t=100 t.u., t=150 t.u., and
t=200 t.u. Note that periods of oscillations are �c� T0=8.8 t.u. �d�
T0=7.3 t.u., and �e� T0=8.5 t.u. Bright and dark colors in the snap-
shots correspond, respectively, to high and low concentrations of
the field v. Discretization units are �x=0.5 s.u. and
�t=0.0025 t.u. in a grid of 64	64 s.u.2.

FIG. 2. �Color online� Stochastic simulation of the LE model in
a situation of competition between Hopf �period T0=7.3 t.u.� and
Turing modes. Parameter values correspond to the black circle in
Fig. 1 �see also Fig. 1�d��. Top panel shows the evolution of the
noise strength ��� during the simulation. Top points indicate when
the snapshots of the field v are taken. Five different regions are
studied in panels �a�–�e� corresponding to the regions noted in the
top panel. �a� Four snapshots of the competition in absence of noise.
�b� Three snapshots after switching on �t=43T0� the noise with
intensity �=0.1 and �=0.1. �c� Two snapshots after the increase in
the noise to �=0.5�t=125T0�. �d� Three snapshots after the decrease
to �=0.1�t=150T0�. �e� Six snapshots after switching off the noise
�t=175T0�.
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pendence on the phase of the underlying oscillation we inte-
grate such quantity over a period

C��� = 

t

t+T

C��,t�dt . �3�

We further define a spatial-order parameter as the difference
�C=C��0�−C��m� between the autocorrelation at its maxi-
mum whenever such characteristic length �0 exists and at its
minimum for half such correlation length. Finally, we calcu-
late the average ��C� over several realizations.

In Fig. 3 we plot the dependence of the order parameter
on the noise strength, keeping its correlation time constant. A
maximum for an optimal noise strength �o markedly exists as
a clear signature of a spatial stochastic coherence phenom-
enon, previously reported for pure Turing instability �11� and
for spiral waves in excitable media �18�. Examples of par-
ticular calculations of C��� are plotted in the three panels of
Fig. 3.

In what follows we report a systematic study of the de-
pendence of ��C� on the noise strength � and on the tempo-
ral correlation �. The first part of this Rapid Communication
is summarized in Fig. 4�a�, where dark �bright� regions rep-

resent small �large� values of the order parameter. There are
clearly two different regimes: for low correlation times the
dependence of the spatial coherence parameter on the noise
strength is independent of �, while for large correlation times
the optimal noise strength ��o� grows linearly with the cor-
relation time, and an optimal noise intensity 
o=�o /� can be
defined. In between, for ��1, there is a crossover with a
marked decrease in the value of ��C�. A power-law fit covers
the whole range of studied conditions

F��,�� =
2A����

�0���3 + 2�3 . �4�

with A���=Ao+A��2 and �o���=�o
o+
o� �see Figs. 4�c� and

4�d��. Interestingly with this unique function we can repro-
duce similarly well both the large and small correlation-time
limits, as shown in Fig. 4�b�, and even the minimum ob-
served in the maximum coherence for intermediate values of
�.

We have finally studied the effect of a correlation length
of the noise by increasing the size of the pixel of noise.

FIG. 3. �Color online� Dependence of the order parameter ��C�
on the intensity of the noise ��� for �=0.1. Each point corresponds
to an average over five realizations and the bars represent the error
of the mean value. The line is a nonlinear fit �see text�. Panels
�a�–�c� correspond to �a� �=0.002, �b� �=0.04, and �c� �=0.4. Im-
ages on the panels are separated half period. The definition of the
order parameter is sketched in panel �b�.

FIG. 4. �Color online� Dependence of the control parameter
��C� on the intensity ��� and the temporal correlation ��� of the
noise �a� for the numerical simulations and �b� for the phenomeno-
logical nonlinear function �4�. Bright �dark� colors correspond to
high �low� values of ��C�. ��c� and �d�� Results from the fitting
using Eq. �4� of the numerical simulations. Continuous lines are the
curves A��� and �o��� �see text�. Fitting parameters are Ao=0.007,
�o

o=0.092, A�=0.016, and 
o=0.137. Note that scales of axes in
panels �a� and �b� have been adapted and axis values of � increase
downwards.
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Results �not shown� indicate that as the spatial correlation is
increased, the noise becomes less effective in obtaining a
maximal coherence in the spatial pattern. In fact, for corre-
lation lengths of the order of the size of the spots, the noise
is not able to recover the static pattern anymore and global
oscillations permanently dominate the system.

The numerical results reported here show a noise-induced
enhancement of the stability of the spatial Turing mode
against the temporal Hopf. At the parameter region here con-
sidered, the system when free of fluctuations transits from an
initial �metastable� Turing pattern to a regime of homoge-
neous temporal oscillations. The introduction of spatiotem-
poral external fluctuations reverses such transition for mod-
erate values of the noise strength and appropriate length and
time correlation parameters.

Further away from the codimension-two point but under
similar conditions, fluctuations do not rescue the Turing pat-
tern but rather accelerate the appearance of the global oscil-
lations. This observation reduces the generality of our results
but not their relevance. It highlights the particular interaction
among the noise and the two bifurcations close to the
codimension-two point. Indeed, we can reasonably expect
that both instabilities may display different susceptibilities to
structured noise depending on the correlation parameters.
Importantly enough the reversed stability is hardly observed
when the correlation time is of the order of the natural time
scale of the system �the period of the unforced oscillations�,
which points to a sort of resonant stabilization of the Hopf
mode.

In general global oscillations must entrain synchronized
areas of the spatially extended system and in that respect a
low-amplitude Hopf mode should be rather unstable to addi-
tive fluctuations of small correlation length. Conversely, the
Turing mode should not be able to filter distributed random-
ness of correlation larger than its intrinsic wavelength. As a
matter of fact, we have checked that starting directly from
Turing patterns close to the oscillatory regime no evidence of
stability reversal by noise is detected except precisely when
approaching the limit of large correlation lengths �homog-
enous fluctuations� where the Hopf mode again dominates
the system. As a final remark let us stress that the present
reported results have been observed strictly in 2D systems
with no counterpart in one-dimensional �1D� realizations.

We hope that our analysis may stimulate new research on
the selection of self-organization modes by noise. In particu-
lar a challenging question to investigate is whether the pre-
dominance of the Turing mode over the Hopf mode here
reported is a generic feature of extended systems close to
coexisting bifurcations or a rather peculiar outcome of the
CDIMA system.
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