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Temperature and pressure spikes in ion-beam cancer therapy
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The inelastic thermal spike model is applied to liquid water in relation to high-energy 12C6+ peams (hun-
dreds of MeV/u) used for cancer therapy. The goal of this project is to calculate the heat transfer in the vicinity
of the incident-ion track. Thermal spike calculations indicate a very large temperature increase in the vicinity
of ion tracks near the Bragg peak during the time interval from 107!% to 10™ s after the ion’s passage and an
increase in pressure, as large as tens of MPa, can be induced during that time. These effects suggest a
possibility of thermomechanical pathways to disruption of irradiated DNA. An extension of the model for
hydrogen, beryllium, argon, krypton, xenon, and uranium ions around the Bragg peak is presented as well.
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I. INTRODUCTION

For more than ten years, heavy-ion-beam cancer therapy
has been successfully used clinically in Germany and Japan.
Proton-beam therapy is performed in many more centers
around the globe and even more facilities are under construc-
tion. Thousands of patients per year are being treated. These
therapies appear to be a more favorable alternative to the
conventional x-ray therapy [1-5].

The therapies have several advantages. Macroscopically,
all therapeutic effects are due to the energy loss of ions in-
cident on tissue. The defining feature of ion propagation in
tissue is the Bragg peak in the dependence of the linear en-
ergy transfer (LET) on the distance along ion tracks. The
possibility of tuning the location of the Bragg peak to the
tumor depth and the resultant considerable reduction in the
dose deposition in the adjacent regions comprise the most
important advantage of these therapies.

It is understood that projectiles losing energy due to ion-
ization of a medium produce secondary electrons and radi-
cals (mostly hydroxyl) that cause damage to DNA [6-12].
Some of that damage is irreparable and causes cell death.
The type of irreparable damage deemed most important and
most often discussed in the literature is double-strand break-
ing (DSB), which is defined as a break of both strands of
DNA on a distance of less than 10 base pairs. One DSB can
still be repaired, but if the DSB’s are clustered enough, then
the damage is lethal.

However, even if clustered DSB’s are the predominant
cause of cell death, there is still a debate about pathways
leading to DSB’s. Direct and quasidirect effects [13-16],
secondary-electron effects [13,15-17], thermal effects [18],
etc. are claimed to be important pathways alone and in rela-
tion to each other but are not yet quantified sufficiently. The
effects of multiple single-strand breaks (SSBs) coupled with
thermal stress and base damage may also comprise a signifi-
cant fraction of the irreparable damage. The main obstacle to
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understanding mechanisms leading to DNA damage is that
microscopic events happen on many spatial, temporal, and
energetic scales; e.g., time scales for relevant processes vary
from 1072 s to minutes. Many thorough papers have been
devoted to Monte Carlo (MC) simulations of different frag-
ments of the scenario [19], but they cannot include all scales
together and they still do not present a clear picture overall.

All these reasons motivated us to work on a multiscale
approach to the physics of ion-beam cancer therapy. In the
first series of papers [18,20,21], we addressed the issue of
ion propagation and stopping in the medium. In the follow-
ing works [22,23], we further defined our multiscale ap-
proach and tackled the next stage defined by secondary elec-
trons and radicals, which are produced by ionization of
molecules of the medium.

However, there is one aspect that has been mentioned in
all those papers but has never been thoroughly developed.
This is an aspect of heat transfer initiated by the energy loss
of projectiles. In this paper, we present the heat transfer dur-
ing the earliest stage after the ion’s passage. The character-
istic times of this stage are 107'°~107" s. These times are
longer than the characteristic time of primary ionization
(10713 s) and shorter than typical times of conformational
changes in DNA such as unwinding, which are measured in
s or even longer times. Nonetheless, the events, which hap-
pen on this intermediate time scale set the initial conditions
for the next scales and may be important for the subsequent
dynamics of the medium.

In our previous works [18,20,21], we made estimates for
the temperature increase in the vicinity of ion tracks. The
temperature increase is caused by secondary electrons that
acquire most of the energy lost by the stopping ions. Then,
this energy is transferred to the medium as electrons become
thermalized and bound. The temperature increase strongly
depends on the volume within which the energy is deposited.
This volume (the cylinder of radii from 3 to 10 nm) has been
estimated using the data on the penetration depth of second-
ary electrons whose average energy is about 45 eV. The
maximum average temperature increase was estimated to be
about 100 °C, which is enough to melt DNA [24]. These
estimates have been done for a uniform system in thermal
equilibrium, and the energy transport by electrons prior to a
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TABLE 1. Thermodynamic parameters for water.

Thermal conductivity (W K~! cm™) 6x1073
Specific heat (J g=' K1) 0-273K  0.76X1072 T
273-373 K 4.18
>373 K 2
Melting temperature (K) 273
Latent heat of fusion (J g7!) 334
Boiling temperature 373
Latent heat of vaporization (J g7!) 2257
Density (g cm™) Solid 0.94
Liquid 1.0

transfer to the lattice has not been taken into account.

In a number of works, temporal heat transfer in the me-
dium, irradiated by ions, has been studied in relation to quite
different applications. In particular, the inelastic thermal
spike (i-TS) model has been developed to explain track for-
mation in solids irradiated with heavy ions [25-43]. This
model studies the energy deposition to the medium by swift
heavy ions through secondary electrons. In this model, the
electron-phonon coupling (strength of the energy transfer
from electrons to lattice atoms) is an intrinsic property of the
irradiated material. Applied to crystalline metals, the i-TS
model has been successful in explaining defect annealing at
low LET values [31,32,35], damage induced at high LET
[32,33,39,40], track formation and sputtering [37,42], and
the effect of macroscopic temperature on damage cross sec-
tion [36]. The electron-phonon coupling agrees with that de-
duced from electrical resistivity [33] of the considered mate-
rial.

Irradiated amorphous materials exhibit larger thermal ef-
fects than crystalline materials for both metals [35,36,38]
and insulators [39,40]. Regarding insulators, a systematic
study shows that the damage cross sections can be predicted,
assuming an electron-phonon mean free path that decreases
monotonically with the band-gap energy [25], following a
prediction of Katin er al. [41]. Moreover, it is possible to
describe the track formation [35,39] (quench of a molten
phase) and sputtering (surface evaporation) [37,42] for the
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FIG. 1. (Color online) The dependence of the mean absorption
length of energy deposition on the beam energy for different values
of electron-phonon mean free path, \. e, characterizes the radius of
a cylinder within which the ion’s energy is deposited.

same material or a core shell structure of a track in amor-
phous SiO, [39], as well as the so-called “velocity effect”
[26,29,43] in insulators with the same value of the electron-
phonon mean free path, which, for the same LET, yields a
smaller damage track radius when the ion’s velocity is
higher.

With this plethora of convergence between experimental
results and predictions by the i-TS model, it is appealing to
use this model for biological media or liquid water as their
substitute because secondary electrons mediate the energy
transfer from incident ions to molecular media [44], and
studies of amorphous materials suggest that a material such
as liquid water with admixtures of amino acids, sugars, etc.
is similar to amorphous dielectrics [27,40] and consequently
very sensitive to heavy-ion irradiation.

Thermal and pressure spikes in irradiated water were dis-
cussed in Ref. [45], where all the energy lost by projectiles
was immediately transferred to the lattice thus neglecting the
electronic component. As a result, much larger temperature
and pressure spikes were predicted even for a smaller LET
(the maximum LET considered was 0.4 keV/nm).

In the following sections, we discuss the i-T'S model and
its application for liquid water and present the results and
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FIG. 2. (Color online) Maximum temperature versus beam energy and reciprocal range for an irradiation with carbon ions for different
values of \. The linear energy transfer (LET) is also plotted in the two pictures.

031913-2



TEMPERATURE AND PRESSURE SPIKES IN ION-BEAM... PHYSICAL REVIEW E 80, 031913 (2009)

L, IS L, L I R LSl IR LG AL Il I, L L
0.0 }‘.:2””‘ 00 A=2nm
without 1 ) without superheating
superheating -
S - 600 &
2 3
5 8
5 5
C =)
© @
2
~ 400
. Y 447
el ana o i e gl oo saad sl ol sl i
' R LA LLLY L B B AL il B R I bk D B
A 2R 1 with superheating
A 90 1500
0.0 superheating B 7]
2 I
J 08_ g
> /12 B
S - [ 223 H1000 3
o 16 =
c F 1/, .. =
@ ; N @
) 26 =
- I "
WA / 44 N 4 500
AL ekt B
LSty BRI R L I L) B AL IS
F A=3nm
| 0.0 with 1
superheating 1000
i) 08 &
S =~ 3
() ~
N T i
g 1 \ g
& 1, 2
/ o
I " 3.6 ......... =
A 500
YRTA 6.0 o)
AR 11 >
1 1 1 1 1 1 1 1 1 1
A=8Am | 0.0 A=5nm
0.0 with with
8 superheating - superheating 600
5 ' g
3 =
@
Bl /2
e 0.08 - 4 | /o Lt Z
[0} —_
______________ =
________________________ - -400
0.06 /. :'. ! ’-__," N
P o Ot (EEFETRTTIT BETETEETTIT BETErEETTT BETRrE T PREETTTIT R RTTTT BRI AW RTTTT
1 0-15 1 0-14 10-13 1 0-12 10-11 10-10 1 0-15 1 0-14 10-13 1 0»12 10-11 10-10

time (s) time (s)

FIG. 3. Energy deposition in eV/atom (the “a” series) and the temperature (the “b” series) on the molecular subsystem versus time for
different values of the electron-phonon mean free path [A=2 nm for panels 2(a) and 2(b)], [A=3 nm for panels 3(a) and 3(b)], [\
=5 nm for panels 4(a) and 4(b)] assuming a superheating scenario. For the same value of A=2 nm, we compare the superheating effect [2(a)
and 2(b)] to a nonsuperheating effect [1(a) and 1(b)]. All the calculations have been performed for C ions at 0.5 MeV/u with an electronic

energy loss of 0.91 keV/nm [49]. The calculations are carried out for different radii relatively to the ion axis. These radii (in nm) are either
given near the curve or listed.
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their implications regarding the scenario of irradiation of tis-
sue by ions. We use carbon ions as projectiles since they
have been used recently in heavy-ion-beam therapies both in
Germany and Japan. The calculations are also extended to
protons and several different ions around their Bragg peaks.
The initial temperature of the medium is taken to be 310 K,
the characteristic temperature of a human body.

II. THERMAL SPIKE MODEL FOR LIQUID WATER

The idea of this model is to consider the thermal conduc-
tivity by secondary electrons in connection with the lattice
thermal conductivity by the medium. These processes are
coupled through a quenching energy by electrons interacting
with molecules of the medium. The i-TS model mathemati-
cally consists of two coupled equations of energy transfer,
one into the electron subsystem and the other into the mo-
lecular subsystem:

aT,
Ce a: = V(Ke \Y Te) - g(Te - T) + B[r(ar)vt],

pCTY =L = VK () V 1+ g(T, = 1), (1)

where T,, T, C,, C, and K,, K(T) are the temperatures, spe-
cific heats, and thermal conductivities of the electronic and
molecular systems, respectively; p is the specific mass of the
medium and g is an electron-phonon coupling constant.
B[r(«,),1] is the energy density supplied by the incident ion
to the electronic system and carried by electrons through a
distance r from the ion path deduced from MC calculations
[46,47] within a time of the order of 2—3 X 10~ s. The two
differential equations are solved numerically using the
electron-phonon coupling term, g, as the only parameter
[25,29,48]. In contrast to metallic systems, the cooling of the
lattice by electron-atom interactions is inhibited when the
lattice temperature is larger than the electron temperature
[25,29]. This yields the electronic and lattice temperatures,
T,(t,r), T(t,r), around the projectile trajectory as a function
of time ¢ and radial distance r.

B[r(a,),t] is governed by the energy spreading due to
collision cascades of electrons. It approximately follows a
1/7% distribution that depends on the ion’s velocity and
which is approximated using the analytical formula of Wali-
gorski [47] deduced from a fit of MC calculations. The ra-
dius of a cylinder, «,, in which 66% of the energy is depos-
ited [29], increases approximately as the square root of the
instantaneous beam energy [a,(nm)=6.8 X E*3! in the case
of water, with E ranging between 0.1 and 500 MeV/u]. When
integrating B[r(«,),t] over space and time, we assume that
the deposited energy is equal to the electronic energy loss as
given by SRIM2003 [49]. As previously described [25], the
thermodynamic parameters for the electron subsystem take
the following values: C, and K, are constant throughout the
investigated electronic temperature range and equal to
1 JK'g! and 2 W K~ em™!, respectively; C and K are
deduced from experimental values measured in equilibrium
at corresponding lattice temperatures (Table I).
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FIG. 4. Increase in temperature (initial value of 7=310 K) and

increase in pressure versus radii in water irradiated by C ions at 0.5

MeV/u with an electronic energy loss of 0.91 keV/nm [49] at a time
of 1072 s after the ion passage.

The main parameter in the calculations is the electron-
phonon coupling, which is linked to the electron-phonon
mean free path, \, by the relation N>=K,/g [25]. The value
of N defines the diffusion length of the energy carried by
electrons prior to its transfer to the lattice; it decreases mono-
tonically with the band-gap energy [48]. The value of \ can
be compared to the values of «, that define the energy spread
by electron-collision cascades: the electron-phonon mean
free path plays an important role in the energy transfer only
if it is larger than «,. This happens when beam energies are
small enough. This is shown in Fig. 1, which displays that
the N plays a significant role for energies less than 3 MeV/u
for A\=5 nm, 1 MeV/u for A=3 nm, and 0.5 MeV/u for A\
=2 nm. The mean absorption length of energy deposition on
the lattice, L,,, taking into account the electron-phonon mean
free path is given by Lmzy"af+)\2. From systematic studies
of insulators irradiated by swift heavy ions, it appears that A
depends both on the material and on its structure
[25,39,40,42,48]. According to these studies, it is has been
estimated that N for water should lie between 1.5-5 nm,
similar to solid amorphous materials [27,28,40]. Moreover,
an estimate of the electron-mean free path can also be de-
duced from the work of Voltz [44] who has studied the ther-
malization of subexcitation electrons in dense molecular me-
dia. Such an estimate lies between 1 and 3 nm. Thus, the
following several calculations are made with A=2, 3, and 5
nm for C ions. More calculations are performed for H, Be,
Ar, Kr, Xe, and U ions with an energy loss near the Bragg
peak, with A=2 nm, the most probable value of the electron-
phonon mean free path.

Secondary electrons produced by ions vary in their ener-
gies. In principle, the coupling constant g, as well as
electron-phonon mean free path N\, may be dependent on the
energy of the emerging electron. This dependence, however,
is not known even for inorganic materials [25]. Since the
electron-phonon mean free path, \, is larger than the energy
deposition length, «, in the energy range below 0.5 MeV/u
(Fig. 1), the length, in which the initial electron energy is
deposited to the lattice, does not seem to play a significant
role.
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FIG. 5. Energy deposition in eV/atom [panel 1(a)] and the temperature [panel 1(b)] on the lattice subsystem for proton irradiation (0.04
MeV/u with an energy loss of 0.08 keV/nm), assuming a superheating scenario. Same calculations for an intermediate ion, Be [panels 2(a)
and 2(b)] at 0.2 MeV/u with an electronic energy loss of 0.47 keV/nm. The calculation is performed for different radii relatively to the ion

path. These radii (in nm) are listed.

When computing the temperature profiles around the ion
path, the latent heat of a given phase transition is generally
taken into account. The method also offers the possibility of
considering superheating [50], which takes place when there
is rapid heating of the lattice. In this case, the increase in
temperature does not stop at the boiling temperature. We
shall mainly consider this last scenario since it better de-
scribes the sputtering yield and track formation in SiO,
[42,51] regardless of whether the structure is crystalline or
amorphous. However, one example with the latent heat of
vaporization is explored for comparison.

III. RESULTS AND DISCUSSION

Figure 2 illustrates the profile of the maximum tempera-
ture of water reached during the heat transfer depending on
the distance along the track of decelerating 500 MeV/u C

ions. Not surprisingly, the highest temperatures are observed
near the Bragg peak, which is about 30 cm deep, has a width
of about 1 mm, and where the ion’s energy is less than 25
MeV/u. Only there does the temperature increase by more
than 30 K. This is true for all considered values of \ and for
both scenarios with and without superheating. The figure
shows that the maximum temperature may be as large as
1900 K for A=2 nm and 700 K for a less probable \
=5 nm.

This is further substantiated by Fig. 3, which presents
series of calculations for C ion in water with A=2, 3, and 5
nm. These results (Fig. 3) present the evolution of the energy
per atom (eV/atom) or water temperature versus time for
different scenarios for a carbon ion beam of 6 MeV or 0.5
MeV/u (LET=0.91 keV/nm), which corresponds to the en-
ergy of carbon ions in the vicinity of the Bragg peak. The
first results indicate a sharp increase in temperature for a
short time. This increase is much larger than has been previ-
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ously estimated in stationary conditions. In the case of A
=2 nm, two scenarios are considered in order to confirm that
the superheating effect leads to a smaller energy transferred
to molecules. During the times between 10" and 10710 s
after the ion’s passage, the temperature rises considerably for
both scenarios at different distances from the ion track.

In order to interpret these pictures we have to know the
thermal energy (in eV/atom) corresponding to the different
states of H,O. At 0 K, the thermal energy is null. Using the
evolution of the specific heat of ice versus temperature
(Table I), the required energy to reach 310 K is 0.05 eV/
atom, taking into account the latent heat of fusion. These two
values (310 K and 0.05 eV/atom) are the initial conditions
for the calculations. The energy to reach the boiling tempera-
ture is 0.065 eV/atom and that to exceed it is 0.21 eV/atom.
In the superheating scenario, the equivalent temperatures are
373 and 1495 K, respectively, and the link between the num-
bers of eV/atom and the temperature is 1.25

X 107 eV/atom/K above for T greater than 373 K. The
density of liquid water is assumed since in such short times
the energy is deposited into superheated liquid water. Notice
in Fig. 3 [panels 1(a) and 1(b)], the plateaus are due to latent
heat. Figure 3(b) indicates that, regardless of the scenario,
the residual temperature increase of 10 K (leading to the
temperature of 320 K) is reached within a cylinder of 10 nm
radius during 107! s even when a less probable value of \
=5 nm is used. This is in reasonable agreement with our
early estimates [18].

An expectation of such a conspicuous effect in water
within the i-TS model is based on the above mentioned ve-
locity effect, predicted in insulators as well as in metals [33]
with the same value of the electron-phonon mean free path.
In relation to this effect, it has been shown [26] that the
electronic excitations (largely contributing to B[r(«,),?] of
Eq. (1)) are very important in materials irradiated with low-
energy ions. For example, the properties of LiNbO; irradi-
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FIG. 7. Using the results of the calculations for H (0.04 MeV), Be (0.2 MeV/u), and C (0.5 MeV/u), the interpolated cylinder radius for
lattice temperatures exceeding (a) 340 and (b) 320 K is plotted versus the LET in combination with the time for which the lattice temperature

is larger than 340 and 320 K, respectively.

ated with C, N, O, and F ions at =5 MeV could be associ-
ated with damage resulting from the electronic excitations
[52]. This result was described a posteriori by the i-TS
model by Meftah er al. [48].

It is interesting to note that for beam energies larger than
100 MeV/u, temperature increase is never more than 10 K. In
all cases, the temperature increase is less than 10 K after
10~ s. A minimum pressure increase [53,54] of 11 MPa due
to the temperature increase of 10 K is deduced from the
coefficient of compressibility (4.5X 107!° Pa~!) and thermal
expansion (5X 107 K~') of water. In a rough estimation,
the same parameters are used to calculate the increase in
pressure versus radii, shown in Fig. 4, from the temperature
reached at a time of 107! s. These values of pressure give
the initial conditions for any hydrodynamics that might fol-
low. From Fig. 4, we can also infer that the pressure gradient
in the vicinity (up to 10 nm radius) of the beam is very large,
e.g., 25-50 MPa/nm. It provides stresses on DNA molecules,
yielding forces of the order of 100 pN or even larger (calcu-
lated as pressure drops across or along the characteristic size
of 2 nm multiplied by the characteristic area of 4 nm?). This
may well be a separate mechanism for strand breaks. More
research is needed to explore this possibility both theoreti-
cally and experimentally.

The calculations of thermal spikes were extended to pro-
tons, already being used for cancer therapy, as well as for an
intermediate ion (Be) between protons and carbon (Fig. 5).
The thermal spikes in water irradiated by Ar, Kr, Xe, and U
ions at energies around the Bragg peak are plotted in Fig. 6.

Calculations of thermal spikes for different values of LET
also allow to study the dependence of the radius of the cyl-
inder within which the temperature increase exceeds a cer-
tain value, such as 30 or 10 K. This dependence is shown in
Fig. 7; the lifetimes of such temperature increases are re-
ported there as well. Such a calculation provides the infor-
mation about the regions affected by thermal effects for any
ion from proton to carbon and may be important for future
calculations on a macroscopic level.

IV. CONCLUSIONS

Our calculations of heat transfer in the vicinity of ion
tracks in water using the inelastic thermal spike model pre-

dict very large temperature and pressure increases within 10
nm of the ion trajectories. These spikes may result in consid-
erable forces acting on DNA, which may be large enough to
cause mechanical damage, such as strand breaks, and thus be
a separate mechanism of DNA damage during irradiation by
ions.

Further work, however, is needed to explore, in more de-
tail, how these short-time effects damage DNA. This explo-
ration invites theorists, who should look into DNA dynamics
on short time scales (unusual for DNA) as well as experi-
mentalists, who might design an experiment in which ther-
mal effect on DNA could be dominant over effects related to
ionization. This work also provides the initial conditions for
longer-scale hydrodynamic calculations, which can also be
important in the analysis of DNA damage. Such calculations
(without taking into account the electronic component) have
lead, e.g., to a prediction of ultrasound waves as a result of
irradiation with ions [45,55].

Another issue which will have to be addressed is related
to chemical changes in the DNA environment and their ef-
fects on DNA. It is expected that due to temperature spikes,
the rates of chemical reactions increase by orders of magni-
tude. This concerns the dissociation of water as well as larger
molecules. These processes produce more hydroxyl radicals
and change the reactivity of the DNA environment. At the
same time, DNA itself, which may be partially denaturated,
becomes more vulnerable to chemical damage.

Temperature spikes affect the probabilities of direct and
quasidirect pathways of DNA damage by means of second-
ary electrons and holes since the thresholds for some effects
(such as vibronic excitation) [14,56,57] are comparable to
the energies transferred to the DNA via the heat conductance
mechanisms described in this paper. This means that ioniza-
tion of DNA with its concurrent heating may be the domi-
nant pathway of strand breaks.
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