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Structural variability and the incoherent addition of scattered intensities
in single-particle diffraction
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X-ray lasers may allow structural studies on single particles and biomolecules without crystalline periodicity
in the samples. We examine here the effect of sample dynamics as a source of structural heterogeneity on the
resolution of the reconstructed image of a small protein molecule. Structures from molecular-dynamics simu-
lations of lysozyme were sampled and aligned. These structures were then used to calculate diffraction patterns
corresponding to different dynamic states. The patterns were incoherently summed and the resulting data set
was phased using the oversampling method. Reconstructed images of hydrated and dehydrated lysozyme gave
resolutions of 3.7 A and 7.6 A, respectively. These are significantly worse than the root-mean-square devia-
tion of the hydrated (2.7 A for all atoms and 1.45 A for C-a positions) or dehydrated (3.7 A for all atoms and
2.5 A for C-a positions) structures. The noise introduced by structural dynamics and incoherent addition of
dissimilar structures restricts the maximum resolution to be expected from direct image reconstruction of
dynamic systems. A way of potentially reducing this effect is by grouping dynamic structures into distinct

structural substates and solving them separately.
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I. INTRODUCTION

The determination of macromolecular structures is of fun-
damental importance to the progress of biology. Nowadays
most of the high-resolution structure determination is done
using x-ray crystallography. Application of x-ray crystallog-
raphy has been hugely successful for resolving protein struc-
tures, as seen by the exponential growth of the Protein Data
Bank (PDB). Nevertheless, many proteins of biological in-
terest are very difficult or impossible to crystallize. As such,
an alternative method for high-resolution structure determi-
nation would be extremely valuable.

X-ray lasers can potentially allow high-resolution imaging
of single macromolecules without the need for crystals [1,2].
In principle the main factor limiting the resolution achiev-
able by this technique is the radiation damage caused by the
intense pulse, which pulverizes the sample [3-6]. The ex-
tremely short duration of the pulse enables one to mitigate
this problem as it becomes possible to record the diffraction
image of the object before it explodes, as has already been
demonstrated for micron sized objects [7].

The proposed experiment for imaging individual proteins
with a free-electron laser (FEL) can be described in several
steps. First a series of proteins are injected in the experimen-
tal chamber and exposed to the x-ray beam. The resulting
diffraction patterns are then collected, oriented, and averaged
in order to create a three-dimensional (3D) diffraction pattern
[8—10]. Averaging is necessary as the expected signal from a
single shot is very low but sufficiently strong to be used for
orientation by recently proposed techniques [9,11]. The re-
sulting 3D diffraction pattern can then be phased by employ-
ing the fact that the sample is isolated [12] and to finally
obtain the electron density structure.
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The resolution limit imposed by radiation damage can
only be achieved, for 3D reconstructions, in the case of per-
fectly reproducible samples. Unfortunately most samples of
biological interest (and indeed many other samples) are not
reproducible at the atomic level. In particular proteins are
inherently flexible and dynamic when viewed at atomic res-
olution [13]. Even with noiseless diffraction patterns and per-
fect orientation this atomic variability will introduce noise in
the 3D diffraction patterns which will in the end limit the
maximum resolution that can be obtained. This is due to the
incoherent averaging of diffraction patterns from different
structures. In x-ray crystallography the diffractions from the
different units cells are combined coherently so the variabil-
ity between unit cells simply results in a decrease in the
signal at high resolution usually modeled using a Debye-
Waller factor [14] or through ensemble refinement as re-
cently shown [15].

While the effects of radiation damage, low photon count
and orientation, on the achievable resolution have been ex-
tensively analyzed, in the context of single-particle imaging
[1,4,16-20], there are no publications on the effects of
sample variability. Sample variability comes not only from
the dynamics of the molecules under study but also from the
variability in the hydration layers that will surround many of
these molecules. As the wavelength and the pulse duration of
the x-ray FELs source becomes shorter, sample variability
will be the main factor in determining the achievable reso-
lution; therefore, it is essential to study this effect.

The aim of this study is to quantify the effect of protein
motion in the resolution of the reconstructed images. We
start by presenting a simple analytical model of the effect of
the vibration of two connected atoms on a time integrated
diffraction pattern. We then calculate the diffraction pattern
resulting from the incoherent sum of diffraction patterns of
different conformations of a protein. The resulting pattern is
phased and the reconstructed image is then compared to the
average protein structure and its resolution is estimated.

©2009 The American Physical Society


http://dx.doi.org/10.1103/PhysRevE.80.031905

MAIA et al.

II. EFFECT OF ATOM VIBRATION ON AN AVERAGED
DIFFRACTION PATTERN

The diffraction pattern of an object is proportional to the
square of the absolute value of its wave function at the de-
tector I=¢nf". In the far field and ignoring polarization ef-
fects ¢ can be approximated by the Fourier transform of the
electron density of the object. For a one-dimensional system
composed of two vibrating pointlike atoms connected by a
bond of length /, ¢ as a function of the scattering vector ¢ is
given by

Wg)=Flox+12+€)+x—-112+¢€)]
=explimq(l+2¢€)] +exp[-img(l-2€)], (1)

where 6 is the Dirac delta function and €, and €, represent
small deviations from the average position of each atom.
The instantaneous diffracted intensity is then given by

Iinst(q) = lﬂ(ﬂ* =2+2 COS[27TQ(1 + € - 62)]. (2)

Assuming that the deviations €; and €, are normally distrib-
uted throughout multiple exposures with zero mean and
identical standard deviation o as described by
1 -
G(e0)= —eXp<—>, 3)
0-\/;7

we get that the diffraction pattern incoherently averaged over
those exposures (/;,.), as proposed in the FEL experiments,
is given by

Iinc(Q):f P'G(e,0)G(e,0)de de,

=2+ 2 cos(2mgl)exp(— 4mq*d?). (4)

The vibration of the atoms results in a scaling of the inter-
ference term in the diffraction pattern by exp(—4m°¢>0>) as
seen in Fig. 1.

The diffraction intensities of the same system when the
amplitudes are added coherently give rise to the following
pattern:

Icoh(‘]) = [2 +2 COS(Z’“"II)]eXP(— 4772‘120'2) . (5)

In this case the entire diffraction pattern is modulated by
exp(—-4mq*a?).

Following the treatment in [21] one can easily extend the
model to three dimensions and N spherical atoms with
atomic form factors f; and average positions r;, all with the
same Gaussian vibration with a standard deviation of o. The
diffraction intensities are composed of self terms

% (6)

N
Iself(q) = Iself(q) = 2 [fz(q)
i=1

as well as cross terms
Icross(q) = E fi(Q)ﬁ(Q)eXP[— 27Tiq : (;z - '_'j)], (7)
i#j

the latter being the only one that contain information about
the relative position of the atoms. The incoherently added
intensities are then given by
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FIG. 1. (Color online) Modulation of the diffraction intensity on
a 1D bond of length /=1 due to vibration of pointlike atoms as a
function of the scattering vector ¢. (a) The dashed line represents
the instantaneous diffraction intensity (/;,,,) for €,=¢€,=0. The solid
line represents the incoherently added intensities (/;,.) for an atom
vibration o=0.1. (b) The solid line corresponds to the same as in (a)
while the dashed line shows the intensities resulting from the co-
herently added amplitudes using the same parameters. The enve-
lopes of the intensities are drawn as dotted lines.

Iinc(q) = Iself(q) + eXP(— 47T20—2q2)lcross(q) ’ (8)

while the intensities resulting from the coherently added am-
plitudes are

Iwh(q) = CXP(— 477202q2)[13e1f(q) + Icruss(q)] . (9)
For a system with a large number of randomly distributed

atoms, I.,,,, averaged over constant g=|gq| is given by

@ = 3 ) (@ D g

i#] 27751|"i—7j|

For such a system the high ¢ limit of the intensity averaged
over a fixed shell is given by

lim Iim'(q) = Ixelf(q) ’ (1 l)
g—*
lim Icoh(q) = eXP(— 47720—2q2)1self(q) . (12)

g—®

The standard deviation for the intensities at a fixed reso-
lution shell in the limit of high resolution is given by
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lim stdev(/;,.(q)) = lim stdev(/,,;,(q))
q—>

g—*
=exp(-410%¢) | 2 @) Plf (@)
ij

(13)

because as ¢ tends to infinity the phase term in 7, will be
randomly distributed.
The ratio between the two is then

lim stdev (Iinc(q))

q—® S (14)
lim Iinc(q)
q—>°
lim stdev(/,,,(q))
e~ (15)
lim Icoh(q)
q—>

This ratio, which can be interpreted as a relative standard
deviation, can be used as a measure of the amount of inco-
herence in a pattern.

These simple systems show that the incoherent sum of
diffraction patterns, necessary to obtain a pattern with a suf-
ficient signal to noise ratio, deviates from the coherent sum
by modulating only the interference term of the diffraction
intensities. This deviation increases for higher scattering vec-
tors, which in turn will affect the resolution at which the
image can be reconstructed.

III. RECONSTRUCTION FROM TIME INTEGRATED
DIFFRACTION PATTERNS

A. Molecular-dynamics simulations of the proteins in vacuum

For the numerical experiments we used lysozyme as it is a
common protein as a model system. Simulations were per-
formed in vacuum using GROMACS [22,23] as to reproduce
the electrospray conditions expected in experiments. Two
systems were simulated, one in which the protein was totally
dehydrated and another one in which the protein was covered
ina3 A layer of water molecules. The water layer stabilizes
the system decreasing the fluctuations of the structure. Three
simulations for each system were run and from each simula-
tion ten snapshots were taken, 1 ns apart, for a total of 60
structures. The structures corresponding to each system were
aligned by minimizing the root-mean-square distance
(RMSD) between all atoms in the protein. The average
RMSD after superposition was 3.7 A for the dehydrated and
2.7 A for the hydrated systems.

B. Diffraction pattern calculation and analysis

The 3D diffraction patterns from each structure were cal-
culated on a 100X 100X 100 cubic grid. The distance be-
tween adjacent grid points was 1.287X 1072 A~! and the
maximum scattering vector on the corner of the grid had a
resolution equal to 0.897 A. The atomic form factors used
were calculated using the five term Gaussian approximation
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FIG. 2. (Color online) (a) Slice through the origin of the inco-
herently averaged diffraction intensities of the dehydrated system.
(b) Slice through the origin of the diffraction intensities resulting
from coherently averaging the amplitudes of the dehydrated system.
(c) Relative standard deviation of the intensities (o,,;) as a function
of the magnitude of the scattering vector (g), for the intensities
resulting from coherently averaged amplitudes (/.,;), instantaneous
intensities (/;,,,), and incoherent averaged intensities (/;,.) of the
dehydrated system, plus for incoherent averaged intensities of the
hydrated system (/).

to the atomic form factors given in the International Tables
for Crystallography [24].

The patterns calculated from each system were averaged
together coherently, by averaging the complex amplitudes,
and incoherently, by averaging the intensities. The relative
standard deviation of the intensities (o,,;) was then calcu-
lated at each resolution shell according to

1 1 Y —
Trellq) = 7] ]7(121 [I(q,) - 1(g) . (16)

For each resolution shell g=|q, N, represents the number of
pixels and I(g) the average intensity.

We compared four diffraction patterns. The incoherently
(I;,.) and coherently (I,,,) averaged patterns from the dehy-
drated system, a diffraction pattern calculated from the first
snapshot from the dehydrated system which we refer to as
instantaneous diffraction pattern (;,,,), and finally the inco-
herently averaged patterns from the hydrated system (1)

As can be seen in Fig. 2 the relative standard deviation
drops for larger scattering vectors in the case of the incoher-
ently added diffraction patterns as it was expected. This drop
reflects the fact that the interference part of the diffraction
pattern is washed away by the movements of the protein
leaving only the average atomic structure factor which is
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FIG. 3. (Color online) PRTF and mean phase error in radians of
the averaged reconstructed image. The PRTF drops below 1/e at
¢=0.132 A~! and ¢=0.271 A~! resulting in a resolution of 7.6 A
and 3.7 A for the dehydrated and hydrated systems, respectively.
The PRTF and the mean phase flatten out at the same resolution
supporting the use of the PRTF as a good indicator of the informa-
tion content of the reconstruction.

constant for a given resolution shell [21]. There is no appre-
ciable drop in either the instantaneous or the coherently
added patterns. The drop of a,,; in the dehydrated system is
larger due to the greater amount of motion in that system.
These results are consistent with the analysis of the vibrating
atoms system, where the drop in the variance of the signal is
proportional to the atomic motion.

C. Phasing of the calculated patterns

The incoherently added patterns were phased using the
shrinkwrap algorithm [25] combined with Hybrid Input Out-
put [26] using the Hawk image reconstruction package [27].
The reconstructed object was constrained to be real and to
have a support which corresponds to 5% of the imaged vol-
ume. The volume constraint was based on an estimate of the
volume of the protein. The support was updated every 20
iterations and the new support was calculated based on the
average of the previous 20 iterations. 24 independent recon-
structions were performed for each system and the recovered
images were superimposed and averaged to obtain the aver-
aged reconstructed image (p,,.). For comparison we used the
average of the electron densities of all the snapshots for each
system, pPgyg, as the average protein structure.

D. Analysis of the reconstructed image

The phase retrieval transfer function (PRTF) [7] shows
7.6 A and 3.7 A resolution for the dehydrated and hydrated
systems, respectively. This is significantly worse than the
RMSD of the structural ensembles used (3.7 A and 2.7 A)
as can be seen in Fig. 3.

The resolution-dependent mean phase error (A¢(g)) was
calculated according to

N,

8o =S [0ua) - oule)) ()
qi=1

where ¢,,, and ¢,,. represent the phases of p,,, and p,.
respectively.

The A between the average of the 24 recovered images
and pg,, is in good agreement with the PRTF, both flattening
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FIG. 4. (Color online) Left: isosurface of the reconstructed elec-
tron density map of p,,. for hydrated lysozyme assuming perfect
image orientation, perfect signal, and no radiation damage to the
sample. The map was plotted at 30. Right: cartoon representation of
the secondary structure of 1AKI [28], the PDB entry used in the
molecular-dynamics simulations. The isosurface on the left follows
the PDB structure, but details are smoothened out as a result of the
lower resolution.

out at a resolution of approximately 5 A and at 2.5 A for
the dehydrated and hydrated systems. These resolutions also
correlate well with the resolution at which o,,; stabilizes.

Finally the reconstructed maps match closely p,,, at low
resolution as seen in Fig. 4, but there are obvious differences
at medium and high resolutions as it would be expected from
the PRTF. The reconstructed map from the hydrated system
is of higher quality compared to the dry system due to the
reduced structure fluctuations.

The decreased resolution of the reconstructed image as
compared to the RMSD of the used structures can be under-
stood by the fact that there is no real space equivalent to the
incoherent averaging of diffraction patterns unlike for coher-
ent averaging. In this sense the incoherent summation intro-
duces artifacts in the images, which increases with increasing
resolution due to greater relative structural differences at
higher resolution. This noise in turn leads to a degraded re-
constructed image which will be blurred by more than sim-
ply the motion of the sample.

IV. SEPARATION OF CONFORMATIONAL SUBSTATES

A full three-dimensional reconstruction requires reproduc-
ible samples exposed to the beam one-by-one, and in differ-
ent orientations. How reproducible is a “reproducible object”
and how well can we distinguish between similar and dis-
similar structures will affect the resolution in the recon-
structed image. Macromolecules fluctuate between distinct
conformers [29] and each of these may be present in a num-
ber of conformational substates [30].

Possibilities exist to identify and separate distinct struc-
tural states from a redundant set of diffraction patterns. We
briefly survey two such possibilities here: the use of common
arcs of intersection and manifold mapping to separate like
from unlike structures.

A. Application of common arcs of intersection to separate
structural classes

Two different projections of the same 3D object have a
common line of intersection. In diffraction space, the inter-
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section gives an arc, which passes through the origin [8]. The
common arc of intersection can be found by an appropriate
subtraction of two diffraction patterns provided we have the
same object exposed to the beam in the two orientations. If
there is no common object then there is no common line of
intersection. If the signal is strong enough for the line of
intersection to be found, it will then be possible to establish
similarities and determine the relative orientation of these
images. When identical objects are illuminated, the arc of
intersection extends to the highest resolution. In the case of
grossly dissimilar objects the arc contracts to a point in the
origin. When different conformational states of the same
macromolecule are considered, we expect the common arc of
intersection to fade at higher resolutions. A pairwise correla-
tion analysis could be used to separate major conformational
states. Components can be separated and structural heteroge-
neity can be reduced in a redundant data set. This procedure
can be used to separate different structures from each other
in a data set (e.g., from a mixture of different proteins) but
requires diffraction patterns with high signal-to-noise ratios
at high resolutions. We note that signal-to-noise ratios can be
enhanced by invoking classification algorithms and averag-
ing (e.g., [8,31]), in which case the problem is shifted to
telling if two weak patterns come from the same structure or
from two different structures, as discussed next.

B. Separation of different structures or structural states
by manifold mapping

An innovative approach to the problem of orienting very
weak diffraction patterns has recently been published [9].
The key for this method is the recognition that the molecule
has only three degrees of rotational freedom (it resides in a
3D space) and so its diffraction patterns must occupy a three-
dimensional subset of the set of all possible intensity mea-
surements. The tip of the image vector in the multidimen-
sional intensity space is therefore confined to a 3D manifold.
Diffraction patterns from different structures fall onto differ-
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ent three-dimensional manifolds and can in principle be dis-
tinguished from each other [32]. This is an extremely pow-
erful but computationally expensive method that may work
even with extremely weak diffraction patterns.

V. CONCLUSIONS

This paper evidences the need to achieve a low variation
of the samples in single-particle 3D diffraction imaging.
While for perfectly reproducible samples the maximum res-
olution obtainable from diffraction image is only limited by
radiation damage, which can be minimized by going to
shorter pulse lengths, in the case of proteins their intrinsic
dynamics might be the limiting factor. To overcome this
limitation, ways to reduce variability in the sample structure
have to be explored. For example, the use of a small hydra-
tion layer around the proteins would both decrease the
amount of radiation damage [20] and the range of motion of
the protein samples [23]. Cooling can be used to reduce vi-
brational amplitudes. Another possibility is to classify the
diffraction patterns according to their conformations using
the fact that the pattern from each conformation lives on a
different manifold [9] or the fact that the extent of the com-
mon arc between patterns from different conformations is
limited by the similarity between the conformations. The
smaller RMSD on each class, as compared to the full en-
semble, leads to potentially higher resolution structures for
each class.
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