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We investigate numerically static and dynamic properties of cholesteric blue phases. Our study is based on
a Landau–de Gennes theory describing the orientational order of a liquid crystal in terms of a second-rank
tensor. To find the shape and size of the unit cell conforming to the minimum of the free energy, we let the
geometrical parameters characterizing the unit cell relax in the course of the time evolution via a simple
relaxational equation. We investigate the effect of an electric field on the structure of cholesteric blue phases.
We study how the deformation of the unit cell in response to the electric field E depends on the strength and
direction of the electric field and the original structure of cholesteric blue phases. Our results qualitatively
agree with the experimental findings. Although in a weak field, the strain tensor is proportional to E2 as
previously argued, for a moderate field the distortion is no longer proportional to E2 and can be even non-
monotonic with respect to E2. Furthermore, we investigate the kinetic processes of the deformation, rearrange-
ment, and extinction of disclination lines under a strong electric field. We show that the kinetics of disclination
lines is highly complicated and sensitively depends on the initial structure of blue phases, the direction of the
electric field, and the sign of dielectric anisotropy �a. In most cases, a strong field aligns the liquid crystals in
a uniform �positive �a� or helical �negative �a� manner without disclination lines. However, for negative �a and
the direction of the electric field parallel to the body diagonal of the unit cell, disclination lines do not
disappear and form a two-dimensional hexagonal lattice.
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I. INTRODUCTION

Cholesteric blue phases are intriguing examples of three-
dimensional ordered structures of liquid crystals �1–6�. Blue
phases are observed only in chiral liquid crystals, and their
interesting features include Bragg scattering of light in the
visible wavelength range, and the absence of birefringence
�optically isotropic� in spite of the presence of Bragg scatter-
ing. For most of the liquid crystals exhibiting blue phases,
three blue phases appear in a temperature range of a few K or
less between an isotropic phase and a chiral nematic �choles-
teric� phase. After extensive experimental �2,7–10� and the-
oretical �3,11–15� studies, most of which were carried out in
the 1980s, those three phases are now identified as BP I
possessing a body-centered-cubic structure �space group O8
�I4132��, BP II with a simple cubic structure �space group O2
�P4232��, and BP III believed to have an amorphous struc-
ture �BP III is beyond the scope of the present study; we
restrict our attention to cubic BP I and BP II�. In cubic BP I
and BP II, cylinders made up of a “double twist” structure,
which is favorable over a single helical twist locally, but is
globally incompatible with topological requirements, are
regularly stacked in a cubic manner separated by a network
of disclination lines.

Early investigations of blue phases were triggered possi-
bly by pure academic interest in the coexistence of Bragg
scattering and optical isotropy; a very narrow temperature

range in which blue phases are stable was considered to be a
serious drawback for practical applications. However, a
novel technique using photopolymerization was developed
recently to extend the temperature range of the stability of
blue phases �polymer-stabilized blue phases� �16�, and new
compounds exhibiting blue phases stable in a temperature
range of as large as 40–50 K were discovered �17�. Due to
those successful attempts to stabilize blue phases in a wide
temperature range, blue phases have been attracting greater
interest from the viewpoint of possible applications, includ-
ing lasers �18,19� and displays �20�. For the success of prac-
tical applications of blue phases, theoretical understanding of
the dynamics as well as statics of blue phases in response to
external perturbations such as an electric field is desirable
and necessary.

Many of the previous theoretical studies on cubic blue
phases �3,13–15� are based on a Landau–de Gennes theory
�21�, in which the local orientational order of a liquid crystal
is described by a second-rank symmetric and traceless tensor
Q��. Analytical studies have been carried out using mode
expansions of Q�� to investigate the stability of possible can-
didate structures of blue phases and the response of blue
phase structures to an electric field. Although those analytical
studies succeed in explaining general properties of cubic
blue phases, some of the experimental findings, for example,
the deformation of the unit cell of BP I in response to an
applied electric field �anomalous electrostriction�, are incom-
patible with the results of those theories. Therefore, numeri-
cal studies that do not rely on mode expansions should be
greatly motivated. We also note that the use of a tensor order*fukuda.jun-ichi@aist.go.jp
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parameter has a numerical advantage; in contrast to the di-
rector �n� description �12�, topological defects, or disclina-
tion lines, inherent in blue phases do not have to be treated
separately as singularities. However, there have only a few
numerical studies on cholesteric blue phases �22–25�, all of
which are based on lattice-Boltzmann method.

In this paper, we present our numerical attempts to inves-
tigate the statics and dynamics of cholesteric blue phases.
One of the difficulties in the simulations of three-
dimensional structures, including blue phases, is that the
mismatch between the characteristic size of the structures
one wants to simulate and the size of the numerical system
should be avoided. The rescaling factor to avoid this mis-
match is referred to as a “redshift” �precisely, redshift im-
plies the ratio of the characteristic wave number of the cubic
blue phases to that of a helical alignment in previous theo-
retical studies �3,13–15��. In Ref. �22�, a fixed value of the
redshift taken from the previous literature was employed. In
Ref. �23�, the value of the redshift was calculated at each
iteration. In our study, we take the redshift into account by
relaxing the size and shape of the numerical system in the
course of the time evolution. This is achieved by assuming
the relaxational equations for the parameters characterizing
the size and shape of the numerical system. It is not yet clear
how simultaneous changes in the order parameter Q�� and
the shape of the unit cell should be incorporated in simula-
tions. Our present attempt can be one candidate.

Our main goal in the present paper is to study the effect of
an applied electric field on the structure of cubic blue phases.
The understanding of the response of blue phases to an ap-
plied field is not only of fundamental interest but also highly
important in practical applications. Although a number of
experimental �6,26–32� and theoretical attempts �33–36�
have been carried out to understand the properties of blue
phases under an applied field, so far as we know, there has
been only one numerical study focusing on the effect of an
electric field on blue phases �24�. Reference �24� is a short
contribution, paying attention to the cases with positive di-
electric anisotropy; negative dielectric anisotropy is beyond
its scope. Moreover, its main concern is the cases in which
the field is applied along one side of the unit cell; other cases
are only very briefly discussed. Although it considers the
reorganization of disclination lines under a relatively strong
field, only a small number of results are shown. In the
present paper, we carry out extensive studies to check how
the response of blue phases depends on the strength and di-
rection of the electric field, the sign of the dielectric aniso-
tropy, and the original blue phase structures �BP I �O8� or BP
II �O2��. We also present the kinetic process of reorganiza-
tion and extinction of disclination lines under a strong field
for various cases.

In Sec. II, we describe the details of the Landau–de
Gennes theory and its numerical implementation. Our nu-
merical results are given in Sec. III. Section IV concludes
this paper.

II. MODEL

A. Order parameter and free-energy density

As noted in the introduction, the orientational order of a
liquid crystal is described by a second-rank symmetric and

traceless tensor Q�� in a Landau–de Gennes theory. The free-
energy density of a chiral liquid crystal �5� is given by f
= f local�Q���+ fgrad�Q�� ,��+ fE�Q�� ,E�, in which

f local�Q��� = c Tr Q2 − �6b Tr Q3 + a�Tr Q2�2 �1�

is the local free energy in the Landau–de Gennes expansion,

fgrad�Q��,�� =
1

4
K1��� � Q��� + 2q0Q���2 +

1

4
K0��� · Q���2

�2�

is the free energy due to the inhomogeneity of liquid crystal-
line order, and

fE = − �̄aE�E�Q�� �3�

is the energy due to the electric field. In f local, a and b are
positive constants and c is assumed to vary with temperature.
In Eqs. �2� and �3�, summations over repeated indices are
implied, ���Q����������Q��, and �� ·Q�����Q��, with
���� being the Levi-Civita symbol. The variables K1 and K0
are the elastic constants, and q0 characterizes the strength
and sign of the chirality of the liquid crystal �hereafter, we
consider the case with q0�0� and is related to the pitch of a
cholesteric helix. The dielectric anisotropy is represented by
�̄a �hereafter, we omit the overline of �̄a if only the sign of the
dielectric anisotropy is of interest�. We also note that follow-
ing the spirit of the Landau expansion, we assume that the
temperature dependence appears only in the parameter c and
neglect the temperature dependence of the other material pa-
rameters.

After an appropriate rescaling of the variables, we can
reduce the number of relevant parameters. Here we follow
the rescaling of Wright and Mermin �5� and the rescaled
free-energy density ���a3 /b4�f is written, in terms of a res-
caled tensor order parameter 	����a /b�Q�� and a rescaled

spatial derivative �̃��2q0�−1�, as �=�local�	���
+�grad�	�� , �̃�+�E�	�� ,E�, where

�local�	��� = 
 Tr 	2 − �6 Tr 	3 + �Tr 	2�2, �4�

�grad�	��,�̃� = �2����̃ � 	��� + 	���2 + ����̃ · 	���2� ,

�5�

�E�	��,E� = − �̃ê�ê�	��. �6�

Here 
��a /b2�c is related to temperature, and �
��aK1q0

2 /b2 is a rescaled chirality. The parameter �
�K0 /K1 concerns the anisotropy of elasticity, and hereafter
just for simplicity we set �=1 �so-called one-constant ap-
proximation�. Concerning �E, we have defined a unit vector
specifying the direction of E, that is, ê�E / 	E	, and the res-
caled strength of the field �34�,

�̃ � �a2/b3��̄aE
2. �7�

Here we implicitly assume, just for simplicity, that the elec-
tric field E is uniform and fixed throughout the system, al-
though E can be nonuniform due to the inhomogeneity in the
dielectric tensor arising from nonuniform alignment of the
liquid crystal.
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We note that in the Landau–de Gennes expansion, the
prefactor of Tr 	2 corresponds to the �rescaled� temperature.
The term Tr 	2 appears not only in �local but also in �grad,
and therefore 
+�2 rather than 
 should be considered as
representing the rescaled temperature. It should be also men-
tioned that �̃ can be positive or negative depending on the
sign of the dielectric anisotropy �a. Hereafter, length is mea-

sured in units of �2q0�−1 and we omit the tilde in �̃.

B. Numerical implementation and relaxation of the system

In our numerical calculations, we use N�N�N grids
with periodic boundary conditions and N=32 to accommo-
date a unit cell of cholesteric blue phases. The order param-
eter 	�� is assigned at each grid point. To specify the grid
points, we introduce a set of integer variables �
l� with l=1,
2, 3, and 
l varies from 0 to N−1. The position of the grid
point at �
l� in real space is given by r=
l=1

3 ��r /�
l�
l. Here
r= �r1 ,r2 ,r3� or �x ,y ,z�. The vector �r /�
l is not allowed to
vary with respect to �
l�, so that the sides of our unit cell are
straight lines and the shape of our unit cell is in general a
parallelepiped �it is of course a cube when no external field is
applied�. However, to account for the “redshift” in determin-
ing the equilibrium structure of blue phases �under no exter-
nal field�, or the distortion of the unit cell due to the applied
electric field, we let �r /�
l vary with time in the course of
relaxation. How to let �r /�
l evolve with time will be de-
scribed later.

To describe the time evolution of the order parameter 	��,
we use a simplified relaxation equation


	

�

�t
	���r� = − � �F

�	���r�
− �����r�� , �8�

where F is the total free energy of the system, 
	 is the
characteristic time of the relaxation proportional to the rota-
tional viscosity, and � is the Lagrange multiplier ensuring
Tr 	=	��=0. Although several previous numerical studies
concerning cholesteric blue phases �24,25� took into account
hydrodynamics, we do not do so in our study because it is
quite difficult to incorporate the hydrodynamic flow together
with the simultaneous change in the shape of the unit cell �to
our knowledge, none of the previous studies concerning liq-
uid crystals have succeeded in, nor paid attention to, taking
into account the hydrodynamic flow and the change in the
shape of the numerical lattice system simultaneously�. We
also note that by choosing material parameters �1

0.1 Pa s �rotational viscosity in Ericksen-Leslie equa-
tions�, K
10 pN �Frank elastic constant in the director de-
scription�, and q0
5�107 m−1, and �=0.7 �which is em-
ployed in the simulations below�, the characteristic time 
	 is
estimated as 
	
1 �s.

To evaluate the functional derivative �F /�	�� in the dis-
cretized space, we use the procedure similar to that employed
in Ref. �37�. The detail of the evaluation is given in Appen-
dix A. The left-hand side of Eq. �8� is discretized using an
explicit Euler scheme. We let the time increment �t vary in
response to the change in the shape and the size of the sys-
tem with the variation of �r /�
l. How to choose �t will be
given later.

Here we describe how to let �r /�
l, or the size and shape
of the unit cell, evolve with time. When we intend to obtain
the true equilibrium profile of our system, we have to mini-
mize the free-energy density of the whole system, which we
will denote by �̄, with respect to the variation in the size and
shape of the unit cell, as well as with respect to the variation
of 	��. We again use a simple form of the relaxation equa-
tion


�

�

�t

�
i

�rj
= −

�

���
i/�rj�
�̄ . �9�

Using the notations in Appendix A, we can express �̄ as

�̄ =
F
V

=
1

N3 

i=0

N−1



j=0

N−1



k=0

N−1

�voxel�i, j,k� , �10�

where V=N3vvoxel is the volume of our system. We notice
that the free-energy density in a simulation voxel
�voxel�i , j ,k� depends on �
l /�rk, as noted in Appendix A.
Note also that the tensor �
l /�rk is obtained by calculating
the inverse of �r /�
l.

At present, we have no idea how to relate the character-
istic time 
� for the deformation of the unit cell with material
parameters such as a rotational viscosity or other kinetic co-
efficients. Here we choose 
�=0.305
	, but we do not have
any reason for this specific choice. When one is interested in
the equilibrium structures of blue phases, in particular, in the
dimension of the unit cell of some specific blue phase struc-
tures as we will discuss below, the choice of 
� is not im-
portant, unless numerical instabilities occur. However, ki-
netic pathways toward the equilibrium structures might be
significantly influenced by the choice of 
�. In the following,
we will present the results of not only the equilibrium struc-
tures of blue phases but also the kinetic process of the defor-
mation of disclination lines under an applied electric field,
with the belief that even with one choice of 
�, our numeri-
cal results will shed light on possible kinetics of blue phases
under an external field.

Finally, we mention how we choose the time increment
�t. When we pick up the second-order terms in the deriva-
tives in Eq. �8�, we have a simple diffusion equation

	�� /�t�	��=2�2�2	��. In a cubic mesh with mesh spacing
�x, for the discretized version of this diffusion equations to
be stable in an Euler scheme, the time increment must satisfy
�t� �1 /6��x2 / �2�2� �38�. With this fact in mind, We choose
�t in our simulations as �t=0.05�min

2 / �2�2� with �min
=minl=1,2,3�	�r /�
i	�. We choose the prefactor 0.05 just to
ensure the stability of the calculation. We also note that when
the grids expand so much that 	�r /�
i	 becomes large, �t also
becomes large to induce instability due to other contributions
in the right-hand side of Eq. �8�. Therefore, when �t deter-
mined by above exceeds 0.02, we reset �t to 0.02.

III. RESULTS

In this section, we present our numerical results to dem-
onstrate how the unit cell deforms and the disclination lines
are distorted in response to the applied electric field. We
restrict our attention to the phases O8

− �BP I� and O2 �BP II�.

SIMULATION OF CHOLESTERIC BLUE PHASES USING A… PHYSICAL REVIEW E 80, 031706 �2009�

031706-3



We choose the parameters �=0.7 and 
=−1 for O8
−, and �

=0.7 and 
=−0.3 for O2. We have checked that for �=0.7
and under no external field, O8

− and O2 structures are indeed
the most stable at 
=−1 and −0.3, respectively. In the fol-
lowing numerical calculations, equilibrium order-parameter
profiles of O8

− ��=0.7 and 
=−1� and O2 ��=0.7 and 

=−0.3� structures under no external field are used as initial
conditions.

Before presenting our results, we note that the relation
between �̃ defined in Eq. �7� and the strength of the electric
field E in units of V /�m is given by

	�̃	 
 2 � 10−3E2. �11�

The derivation of Eq. �11� is given in Appendix B. A field
E=1 V /�m, which is considered to be weak enough in pre-
vious experiments �30�, corresponds to 	�̃	
0.002. The
choice of 	�̃	=5 in Sec. III B discussing the effect of a strong
field is equivalent to E
50 V /�m.

A. Deformation of a unit cell in a weak and moderate field

Here we show the results of the deformation of the unit
cell under the application of an electric field. How the unit
cell is distorted in response to the electric field depends on
not only the structure of blue phases �O8

− or O2� but also on
the direction of the electric field with respect to the unit cell.
Therefore, we denote the directions of the sides of the undis-
torted unit cell by x, y, and z directions and consider the
cases where the applied field E is along the ex, or �100�,
direction, the ex+ey, or �110�, direction, and the ex+ey +ez, or
�111�, direction. To quantify the deformation of the unit cell,
we define the characteristic lengths of the unit cell along and
not along the electric field L� and L�”, as illustrated in Fig. 1;
in the case of E � �100�, L� is the length of a side of the unit
cell parallel to E, and L�” is that of a side perpendicular to E.
When E � �110�, L� is the length of a face diagonal parallel to
E, and L�” is that of a face diagonal perpendicular to E. In the
case of E � �111�, L� is the length of a body diagonal parallel
to E, and L� is the length of a body diagonal not parallel to E
�we note that due to the threefold symmetry about the �111�
axis, the lengths of three body diagonals not parallel to E are
equal�.

Before presenting our results, we notice that previous lit-
erature �6,27,30,35,36� summarized their results using the
fact that, in the case of a weak electric field, the deformation
of the unit cell is proportional to the square of the field
strength and can be expressed in terms of the electrostriction
tensor R. After defining the symmetric deformation tensor
uij =

1
2 ��iuj +� jui�, with the vector u characterizing the shift of

lattice points under the deformation, the electrostriction ten-
sor R is given by

uij = RijklEkEl, �12�

where summations over repeated indices are implied. Due to
the cubic symmetry of the undistorted blue phases, the elec-
trostriction tensor R has only three independent components,
namely, R1=Rxxxx, R2=Rxxyy, and R3=2Ryzyz. In the regime of
linear elasticity with Eq. �12�, the above definitions of L� and
L�” lead to

2R1E2 =
L�

2 − L0
2

L0
2 , 2R2E2 =

L�”
2 − L0

2

L0
2 , �13�

for E � �100�, where L0 is the dimension of the undistorted
cubic unit cell,

R3E2 =
L�

2 − L�”
2

��2L0�2
, �14�

for E � �110�, and

8

9
R3E2 =

L�
2 − L�”

2

��3L0�2
, �15�

for E � �111�. The derivation of Eqs. �13�–�15� is given in
Appendix C. Equations �14� and �15� can be used to check if
the deformation of the unit cell under an electric field can
indeed be described by Eq. �12�.

Figure 2 shows the distortions of the unit cell with respect
to �̃, when the field is applied along the �100� direction.
Recall, from the definition of �̃ in Eq. �7�, that the sign of the
dielectric anisotropy �a determines that of �̃ and that �̃ is
proportional to E2. Therefore, when linear elasticity and Eq.
�12� hold, it is expected that the graphs in Fig. 2 become
linear passing through the origin. This is indeed the case, as
can be seen from Figs. 2�b� and 2�d�.

We find from Fig. 2 that when the dielectric anisotropy is
positive, that is, �̃�0, the O8

− unit cell shrinks along the field
direction �L� �L�”�, and that the O2 unit cell expands along
the field direction �L� �L�”�. Vice versa for �̃�0. In other
words, the O8

− structure gives, in the case of a sufficiently
weak electric field, R1�0 and R2�0 for positive dielectric
anisotropy, and R1�0 and R2�0 for negative dielectric an-
isotropy. The O2 structure results in R1�0 and R2�0 for
positive dielectric anisotropy, and R1�0 and R2�0 for
negative dielectric anisotropy. These results agree qualita-
tively with previous experimental �6,30� and numerical �24�
findings. In Table I, we give the values of the rescaled com-
ponents of the electrostriction tensor Ri / �a2 /b3�	�̄a	, with i
=1,2, calculated using our results for 	�̃	=0.001 together
with Eq. �13�. We note that �a2 /b3�	�̄a	
2�10−15 m2 /V−2

�see Appendix B�, which leads to the values of the di-
mensional R1 and R2 on the order of 10−15 m2 /V−2. This
agrees with the experimental findings, which gives R

10−14–10−15 m2 /V−2 �6,27,30�. We also note that for both
cases of O8

− and O2, R1
−2R2 holds well, which implies the
conservation of the volume of the unit cell �35�. In previous
experiments, volume conservation of the unit cell of blue
phases under a weak electric field has been observed �30�,

[100] [110] [111]

FIG. 1. Illustration of the definitions of L� and L�” for the cases
with E parallel to the �100�, �110�, and �111� directions.
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although a relation which does not support volume conser-
vation for the O2 blue phase �R1
−2.6R2� has also been
reported �27�.

We also note the nonlinear behavior of �L�
2−L0

2� /L0
2, and

�L�”
2−L0

2� /L0
2, which clearly indicates that linear elasticity and

Eq. �12� hold only in a very small range of �̃ around �̃=0.
In the O8

− case, we even see nonmonotonic behavior of

�L�
2−L0

2� /L0
2, and �L�”

2−L0
2� /L0

2, with respect to �̃, although
L�”�L� and L�”�L� are always satisfied for �̃�0 and �̃�0,
respectively.

In Fig. 3, we show the plots of �L�
2−L0

2� / ��2L0�2 for
E � �110� and �L�

2−L0
2� / ��3L0�2 for E � �111� with the varia-

tion of �̃. When 	�̃	 is small, we find, from Figs. 3�b� and 3�d�
�Eqs. �14� and �15��, that R3�0 �or expansion along the field
direction� for positive dielectric anisotropy ��̃�0�, and R3
�0 �expansion perpendicular to the field direction� for nega-
tive dielectric anisotropy ��̃�0� for both O8

− and O2 struc-
tures, reproducing qualitatively the previous experimental
findings for E � �110�. For small 	�̃	, we again observe in
Figs. 3�b� and 3�d� the behavior of the distortions linear in �̃.
However, Figs. 3�a� and 3�c� show that in principle �L�

2

−L0
2� / ��2L0�2 and �L�

2−L0
2� / ��3L0�2 do not depend linearly

on �, again indicating that linear elasticity and Eq. �12� hold
only in a very small range of �̃ around �̃=0. Moreover, for
positive �̃, L�

2−L�”
2 for O2 with E � �110� and E � �111� changes

sign at �̃
0.12 and �̃
0.22, respectively. This behavior
gives another example of a nontrivial response of blue
phases to an applied electric field.

Finally, we summarize in Table II the values of the res-
caled component of the electrostriction tensor R3 / �a2 /b3�	�̄a	
deduced from our calculation results with 	�̃	=0.001 using
Eqs. �14� and �15�. If linear elasticity and Eq. �12� hold, it
should be expected that the value of R3 should be the same
irrespective of the direction of the electric field E. We find
from Table II that the results for different field direction
��110� and �111�� give almost the same values of R3, indicat-
ing the validity of linear elasticity and Eq. �12� for a suffi-
ciently weak field.

B. Distortion of disclination lines in a strong field

In the previous section �Sec. III A�, we restricted our dis-
cussions to the effect of a relatively weak electric field and
investigated how the unit cell is deformed due to the applied
field. Here we consider the cases where a strong field is
applied to blue phases and observe how the disclination lines
are distorted under the influence of an electric field. We set
the rescaled field strength to 	�̃	=5 and again consider the
cases where the field is along the �100�, �110�, or �111� di-
rection. Under a strong field, it is expected that when the
dielectric anisotropy is positive, i.e., �̃�0, the liquid crystals
are aligned uniformly along the field, while with a negative
dielectric anisotropy ��̃�0�, helical alignment whose helical
axis is along the field is achieved. Therefore, we will inves-
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FIG. 2. �Color online� Plots of �L�
2−L0

2� /L0
2 and �L�”

2−L0
2� /L0

2 for
�a� and �b� O8

− and �c� and �d� O2 structures, when the field is
applied along the �100� direction. �b� and �d� are magnified plots of
�a� and �c�, respectively, for small 	�̃	. Solid lines with + symbols
�red� represent �L�

2−L0
2� /L0

2, and dashed lines with � symbols
�green� represent �L�”

2−L0
2� /L0

2.

TABLE I. The rescaled values of the coefficients of the electros-
triction tensor Ri / �a2 /b3�	�̄a	 with i=1,2.

R1 / �a2 /b3�	�̄a	 R2 / �a2 /b3�	�̄a	

O8
− �a�0 −0.883 0.442

�a�0 0.920 −0.460

O2 �a�0 0.493 −0.249

�a�0 −0.501 0.249
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tigate whether such uniform or helical alignment is indeed
realized after a sufficiently long time, and if so, what kinetic
processes the system experiences before reaching such align-
ment.

In Figs. 4–9, we show the time evolution of the equilib-
rium O8 �Figs. 4, 6, and 8� and O2 �Figs. 5, 7, and 9� struc-
tures after the application of the electric field. As noted
above, the field direction is along the �100� �Figs. 4 and 5�,
�110� �Figs. 6 and 7�, or �111� �Figs. 8 and 9� direction. In
each figure, the cases with positive and negative dielectric
anisotropies, i.e., �̃=5 and −5 are presented in �a� and �b�,
respectively. We also notice that, unless otherwise stated in
the figure captions, the viewpoint of the figure stays un-
changed throughout the time evolution. Therefore, the
change in the size and shape of the unit cell is correctly
presented in Figs. 4–9.

From Figs. 4–7, we find that the O8
− and O2 blue phases

under an electric field along the �100� or �110� direction in-
deed relax to a uniformly aligned state �positive dielectric
anisotropy� or a helical state �negative dielectric anisotropy�
without disclination lines, via a complicated process of the
reorganization and extinction of disclination lines. It is inter-
esting to see winding of disclination lines in the O8

− cases
�Figs. 4 and 6�, which can be obviously seen in Fig. 6�a� at

=0.396. In the case of the field along the �100� direction
�Fig. 4�, curled disclination lines are reconnected to form
disclination rings and those disclination rings shrink and dis-
appear for the overall orientational profile to become uni-
form or helical. We also note the strong deformation of the
unit cell when an electric field is applied along the �110�
direction to the O8

− phase with negative dielectric anisotropy
�Fig. 6�b��. In the O2 cases, the initial junction of four dis-
clination lines disappears immediately after the application
of the electric field to form two nonconnected disclination
lines. After that various kinetic processes are found depend-
ing on the direction of the electric field and the sign of the
dielectric anisotropy; the change in the folding direction of
the disclination lines �Fig. 5�a�: E � �100�, positive �̃�, cre-
ation of new disclination lines �Fig. 5�b� at t /
	=0.412:
E � �100�, negative �̃�, winding of the disclination lines and
formation of a disclination ring �Fig. 7�a�: E � �110�, positive
�̃�, and reconnection and topological change in disclination
lines �Fig. 7�b�: E � �110�, negative �̃� are observed.

Different kinetic pathways are seen when the field is
along the �111� direction. We note that both the O8

− and O2
structures have one disclination line parallel to the �111� di-
rection, while no disclination lines are along the �100� or
�110� direction. In the cases of positive �̃, the disclination
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FIG. 3. �Color online� Plots of �a� and �b� �L�
2−L0

2� / ��2L0�2 for
E � �110� and �c� and �d� �L�

2−L0
2� / ��3L0�2 for E � �111�. �b� and �d�

are magnified plots of �a� and �c�, respectively, for small 	�̃	. Solid
lines with square ��� symbols �magenta� and dashed lines with
cross �� � symbols �green� represent the results for O8

− and O2

structures, respectively.

TABLE II. The rescaled values of the coefficient of the electros-
triction tensor R3 / �a2 /b3�	�̄a	.

R3 / �a2 /b3�	�̄a	

O8
− �a�0 E � �110� 1.261

E � �111� 1.171

�a�0 E � �110� −1.265

E � �111� −1.171

O2
− �a�0 E � �110� 0.297

E � �111� 0.295

�a�0 E � �110� −0.297

E � �111� −0.300
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line along the field direction appears to split into three dis-
clination lines, as can be seen in Fig. 8�a� at t /
	=0.476
�although not so clearly visible� and Fig. 9�a� at t /
	

=0.220. Winding of disclination lines is clearly observed in
the O8

− case �Fig. 8�a��, as in the previous calculations men-
tioned above. In both the O8

− and O2 cases, the disclination
lines reorganize to form disclination rings, which again
shrink and disappear to yield uniform alignment. On the
other hand, when the dielectric anisotropy is negative ��̃
�0�, the disclination lines along the �111� direction remain
stable throughout the relaxation process, as can be found in
Figs. 8�b� and 9�b�. In the O8

− structure, other disclination
lines are deformed and rearranged with topological change to
result in ones parallel to the field direction �Fig. 8�b��. A pair

of junctions of disclination lines in the O2 structure �Fig.
9�b�� move toward each other �t /
	=0.275� and a bunch of
four disclination lines connected at one junction point is
formed �t /
	=1.382�. After a while, those four disclination
lines are disjointed �t /
	=5.809� and finally become parallel
to each other and along the field direction �t /
	=24.328�.
One important and intriguing characteristic of those kinetic
processes is that the disclination lines do not disappear as in
the cases discusses previously. Instead, a hexagonal array of
parallel disclination lines along the field direction is formed
�in Figs. 8�b� and 9�b�, only one unit cell is shown. a stack of
unit cells results in a hexagonal array of disclination lines�.
This finding of a two-dimensional hexagonal structure might
be related to the hexagonal structures arising from blue

(a)

(b)

FIG. 4. �Color online� Time evolution of the O8
− structure after the application of an electric field parallel to the �100� direction. The

parameter �̃ is �a� 5 and �b� −5. The numbers indicate the rescaled time t /
	 after the application of the electric field. The direction of the
field is along the horizontal direction in the plane of paper as shown in the figure. We note that at t /
	=0.796 in �a� and t /
	=3.860 in �b�,
no disclination line is present and the alignment of the director is uniform along the field direction in the former, and helical in the latter.
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phases observed in previous experiments under an electric
field �6,31,32�.

Here we explain in a crude manner why a disclination line
parallel to the field does not disappear when �̃�0. In the
vicinity of a disclination line, the local director n is perpen-
dicular to the disclination line or the electric field. When �̃
�0, or the dielectric anisotropy is negative, n tend to be
perpendicular to E. Conversely, once n is perpendicular to E,
it is energetically stable irrespective to the direction of n.
Therefore, the local director n near the disclination lines ex-
periences no torque and cannot be unstable in the presence of
the electric field. As a consequence, the director field around
the disclination line cannot be distorted nor rearranged by the

field, which results in the stability of the disclination line
along the field E when the dielectric anisotropy is negative.

Concerning the apparent splitting of the disclination along
the field direction, one might wonder why a disclination of
−1 /2 strength can split. If the director n is confined in a
two-dimensional plane, indeed a −1 /2 defect cannot split
into anything. However, we are dealing with a three-
dimensional space, in which the topological nature of defects
is different from that in two dimensions. In Fig. 10, we show
the director profile at 
 /
	=0.476 in Fig. 8�a�. Here we
present the profile in a plane whose normal is along the �111�
direction �or along the original disclination before splitting�,
and this plane is chosen so that it intersects no other discli-

(a)

(b)

FIG. 5. �Color online� The same as Fig. 4 for the O2 structure. Note that in �b� at t /
	=0.275, two disclination lines are not connected
at the center of the figure. At t /
	=0.550 in �a� and t /
	=0.822 in �b�, no disclination line is present and the alignment of the director is
uniform along the field direction in the former, and helical in the latter.
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nation lines than the split three disclination lines we are now
interested in. Three disclinations are clearly seen in Fig. 10,
and they are twist disclinations �21�. It is given in an unmis-
takable manner in Ref. �39� that a twist disclination, a −1 /2
disclination, and a +1 /2 disclination are topologically
equivalent. This leads to the fact that two twist disclinations
is equivalent in a topological sense to no disclinations be-
cause they can be transformed to a pair of −1 /2 and +1 /2
disclinations that can annihilate. Therefore, the apparent
splitting of a −1 /2 disclination line into three twist disclina-
tion lines does not break any topological rules.

To summarize this section, we have observed that in most
cases, blue phases under a strong electric field transform to a
uniformly aligned state �positive dielectric anisotropy�, or a
helical state �negative dielectric anisotropy� without any dis-
clination lines, via complicated transformation and reorgani-
zation of disclination lines, including their winding splitting,
and transformation to disclination rings. The kinetic process
of the transformation of disclination lines sensitively de-
pends on the initial structure of blue phases, direction of the
electric field, and the sign of dielectric anisotropy. In a spe-
cial case of negative dielectric anisotropy with the electric

(a)

(b)

(1,1,1)

FIG. 6. �Color online� The same as Fig. 4 for the O8
− structure with the electric field along the �110� direction. Note that in �a� at 


=0.396, the viewpoint is changed so that the �111� axis is set perpendicular to the plane of paper to make clear the winding of a disclination
line that was along the �111� direction in the absence of the electric field. At t /
	=0.797 in �a� and t /
	=15.597 in �b�, no disclination line
is present and the alignment of the director is uniform along the field direction in the former, and helical in the latter.
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field along the �111� direction, disclination lines do not dis-
appear and form a two-dimensional hexagonal array parallel
to the electric field.

IV. CONCLUSION

We carried out a numerical study on the statics and dy-
namics of cholesteric blue phases. Our study is based on a
Landau–de Gennes theory, in which the orientational order
of a liquid crystal is taken into account by introducing a

second-rank tensor order parameter. To get rid of the mis-
match between the lattice parameters of the numerical sys-
tem and the characteristic size of the blue phase structure
minimizing the free energy and to investigate the distortion
of the unit cell in response to an applied electric field, we let
the size and shape of the numerical system relax by assum-
ing simple relaxational equations for geometrical parameters
characterizing the numerical system.

We investigated how the unit cell of blue phases O8
− and

O2 is distorted under a weak and moderate electric field. We

(a)

(b)

FIG. 7. �Color online� The same as Fig. 4 for the O2 structure with the electric field along the �110� direction. Note that in �a� at t /
	

=0.138, two disclination lines are not connected at the center of the figure. At t /
	=0.550 in �a� and t /
	=7.037 in �b�, no disclination line
is present and the alignment of the director is uniform along the field direction in the former, and helical in the latter.
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found a qualitative agreement with previous experiments in
that the sign of the coefficients of the electrostriction tensor
in our calculations is consistent with that determined by ex-
periments. For a weak field, the distortion of a unit cell is
well described by linear elasticity and a strain tensor ex-
pressed by a quadratic function in E �Eq. �12��. This is con-
firmed by the fact that the distortion is proportional to �̃
�E2 and that the results for different field direction ��110�
and �111�� give almost the same value of one of the coeffi-
cients of the electrostriction tensor R3. For a moderate elec-
tric field, however, the distortion of a unit cell is no longer
proportional to E2, demonstrating a nontrivial response of

blue phases to an electric field. This behavior of nonqua-
dratic and nonmonotonic electrostriction reported in this pa-
per might be detected in a more careful experiment with a
larger range of the variation of E.

We also carried out calculations to see how blue phases
evolve with time when a strong electric field is applied. We
observed that, depending on the initial structure of blue
phases �O8

− or O2�, the direction of E and the sign of the
dielectric anisotropy �a, the disclination lines in blue phase
structures exhibit various complicated kinetic processes in-
cluding distortion, rearrangement with topological change,
and formation of disclination rings and their extinction. In

(a)

(b)

(1,1,1)

(1,1,1)

FIG. 8. �Color online� The same as Fig. 4 for the O8
− structure with the electric field along the �111� direction. The �111� axis along the

field direction is perpendicular to the plane of paper. At t /
	=0.798 in �a�, no disclination line is present and the alignment of the director
is uniform along the field direction.
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most cases, the final orientational profile under a strong elec-
tric field is a uniformly aligned one for positive �a or a heli-
cal one for negative �a, and no disclination lines are present.
However, when �a�0 and the field is along the �111� direc-
tion �then one of the disclination line is parallel to the field
direction�, disclination lines do not disappear, become paral-
lel to the field direction, and form a two-dimensional hex-
agonal array.

We conclude this paper by commenting that the treatment
of the time evolution of the shape and size of the unit cell
together with that of an order parameter is highly difficult.
Our present treatment, in which geometrical parameters char-
acterizing the shape and size of the unit cell evolve with time
via a simple relaxational equation, is one possible candidate
for this problem. However, there is no guiding principle as to
how to choose the characteristic time for the time evolution

(a)

(b)

(1,1,1)

(1,1,1)

(1,1,1) (1,1,1)

(1,1,1) (1,1,1)

(1,1,1)

FIG. 9. �Color online� The same as Fig. 4 for the O2 structure with the electric field along the �111� direction. In �a�, the �111� axis along
the field direction is perpendicular to the plane of paper. In �b�, the direction of the �111� axis is indicated in each figure. Figures at t /
	

=0, 9.141 and 24.328 are drawn from one fixed viewpoint, and those at t /
	=0.275, 1.382 and 5.809 are drawn from another fixed
viewpoint. At t /
	=0.688 in �a�, no disclination line is present and the alignment of the director is uniform along the field direction.
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of the unit cell �
� in Eq. �9��. Therefore, the kinetic pro-
cesses presented in Sec. III B might depend on the choice of

�, although the local reorganization processes of disclina-
tions and orientational profiles are essentially determined by
the kinetics of Q�� and, therefore, we believe that the overall
kinetic process is not significantly dependent on 
� unless
extremely small 
� �fast kinetics of the unit cell� is chosen.
Moreover, we did not take into account the effect of hydro-
dynamic flow, which, several previous numerical studies
claim, might be important in the kinetics of disclination
lines. So far as we know, in the field of soft materials �not
restricted to liquid crystals�, there has been no numerical
studies based on a continuum description to simulate the
time evolution of a three-dimensional ordered structure to-
gether with that of its unit cell simultaneously in a consistent
manner incorporating hydrodynamics. The dynamics of cho-
lesteric blue phases is therefore still a numerical challenge
and further numerical studies are greatly encouraged.
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APPENDIX A: NUMERICAL EVALUATION OF THE FREE
ENERGY F AND ITS FUNCTIONAL DERIVATIVE

�F Õ����

The discretized total free energy F in a unit cell is for-
mally written as

F = vvoxel

i=0

N−1



j=0

N−1



k=0

N−1

�voxel�i, j,k� , �A1�

where �voxel�i , j ,k� is the �rescaled� free-energy density in a
simulation voxel �i , j ,k� whose volume is specified by r
=
l=1

3 ��r /�
l�
l with i�
1� i+1, j�
2� j+1, and k�
3
�k+1. The size of each voxel vvoxel is explicitly written as
vvoxel= ��r /�
1��r /�
2� ·�r /�
3.

We note here that � is a function of 	�� and �	�� /�rk.
Thus, � is regarded also as a function of 	��, �	�� /�
l, and
�
l /�rk. Since �
l /�rk’s are constants throughout the system
as noted in Sec. II B, the free-energy density � in the voxel
�i , j ,k� can be evaluated once 	�� and �	�� /�
l are known in
the voxel.

For the following explanation, we define

	̄���i, j,k� =
1

8 

i�=0

1



j�=0

1



k�=0

1

	���i + i�, j + j�,k + k�� ,

�A2�

�̄
1
	���i, j,k� = 	���i + 1, j,k� − 	���i, j,k� ,

�̄
2
	���i, j,k� = 	���i, j + 1,k� − 	���i, j,k� ,

�̄
3
	���i, j,k� = 	���i, j,k + 1� − 	���i, j,k� . �A3�

Here 	���i , j ,k� is the value of the order parameter assigned
at the grid point �
l�= �i , j ,k�. We define the discretized ver-
sion of the free-energy density using the same procedure as
in Appendix A of Ref. �37� as

�voxel�i, j,k� =
1

8 

i�=0

1



j�=0

1



k�=0

1

��	̄���i, j,k�, �̄
1

�	���i, j + j�,k + k��, �̄
2
	���i + i�, j,k + k��, �̄
3

�	���i + i�, j + j�,k�� . �A4�

Once the equilibrium profile of 	�� is known, the total free
energy F is calculated using Eqs. �A1� and �A4�.

To evaluate the functional derivative �F /�	��, we make
use of the identity �37,40�

�F
�	��

�i, j,k� =
1

vvoxel

�F
�	���i, j,k�

=
�

�	���i, j,k� 
i=0

N−1



j=0

N−1



k=0

N−1

�voxel�i, j,k� .

�A5�

Since now the form of F is known as a function of a set of
	��’s, the functional derivative of F is readily calculated
from Eq. �A5�.

APPENDIX B: DERIVATION OF THE RELATION
BETWEEN �̃ AND E

We first notice that the free-energy density fE due to the
electric field is written, in terms of the director n, as �21�

FIG. 10. �Color online� Director profile in a plane whose normal
is along the �111� direction at 
 /
	=0.476 in Fig. 8�a�. The posi-
tions of twist disclination lines are highlighted by crosses �� �. The
director configuration around a twist disclination is given schemati-
cally in the nail picture.
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fE = −
1

2
�0�a�E · n�2, �B1�

in which �0=8.85�10−12 J m−1 V−2 is vacuum permittivity,
and the typical value of the dielectric anisotropy is 	�a	
7
�30�. If we assume a uniaxial form of the order parameter,
i.e., 	��= 	̄�n�n�− �1 /3�����, from Eq. �6� fE is written in a
different form as

fE = −
b4

a3 	̄
�̃

E2 �E · n�2, �B2�

where the term independent of n has been omitted and the
rescaling of the free-energy density ���a3 /b4�f should be
recalled.

For a and b, we use typical values given in Ref. �41�, and
we have a
75�103 J m−3 and b
50�103 J m−3. From
the precision of other parameters, we can safely set 	̄
1
�from Eq. �4�, we have 	̄=1.44 for 
=−1, and 	̄=1.12 for

=−0.3�. Since all the parameters other than �̃ and E2 have
been determined, we can obtain Eq. �11� by comparing Eqs.
�B1� and �B2�.

We also note that from the parameters above, we have
�a2 /b3�	�a	
2�10−15 m2 /V−2, which can be used for the
estimation of the dimensional values of the components of
the electrostriction tensors R1, R2, and R3 in Sec. III A.

APPENDIX C: DERIVATION OF Eqs. (13)–(15)

Here we derive Eqs. �13�–�15� under the assumption of
linear elasticity and Eq. �12�. We note that similar calcula-
tions were carried out in Ref. �27�, which focused on the
spacings of the lattice planes.

We take a displacement vector a in an elastic medium
with a cubic symmetry, and after deformation it is trans-
formed to a�. In the regime of linear elasticity, we have

	a�	2 = aiaj��ij + 2uij� , �C1�

where uij is the symmetric deformation tensor defined in the
main text.

In the case of E � �100�, from Eq. �C1� we have

L�
2 = L0

2�1 + 2uxx� ,

L�”
2 = L0�1 + 2uyy� . �C2�

Since E is along the x direction, Eq. �12� yields uxx
=RxxxxE

2=R1E2 and uyy =RyyxxE
2=R2E2, which leads to Eq.

�13�. We note that the second line of Eq. �C2� can be also
written as L�”

2=L0�1+2uzz�, which gives an equivalent result.
When E is parallel to the �110� direction, from the defi-

nitions of L� and L�”, we have

L�
2 = L0

2�2 + 2uxx + 2uyy + 4uxy� ,

L�”
2 = L0

2�2 + 2uxx + 2uyy − 4uxy� . �C3�

In the present case, E= �E /�2,E /�2,0�, and therefore uxy

=RxyxyExEy = 1
2R3 · 1

2E2, which results in Eq. �14�.
Finally, we consider the case in which E is along the �111�

direction. The definitions L� and L�” yield

L�
2 = L0

2�3 + 2 

i=x,y,z

uii + 4�uxy + uyz + uxz�� ,

L�”
2 = L0

2�3 + 2 

i=x,y,z

uii + 4�uxy − uyz − uxz�� . �C4�

�We note that in the second line, permutations over x, y, and
z give equivalent results, which reflects the threefold symme-
try about the �111� axis.� Since E= �E /�3,E /�3,E /�3�, we
have uyz=RyzyzEyEz= 1

2R3 · 1
3E2, and in the same manner, uxz

= 1
2R3 · 1

3E2. Therefore, we finally obtain Eq. �15�.
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